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Abstract

Big data and artificial intelligence pose a new challenge for data protection as these techniques allow predictions to be made about third parties based on the anonymous data of many people. Examples of predicted information include purchasing power, gender, age, health, sexual orientation, ethnicity, etc. The basis for such applications of “predictive analytics” is the comparison between behavioral data (e.g. usage, tracking, or activity data) of the individual in question and the potentially anonymously processed data of many others using machine learning models or simpler statistical methods. The article starts by noting that predictive analytics has a significant potential to be abused, which manifests itself in the form of social inequality, discrimination, and exclusion. These potentials are not regulated by current data protection law in the EU; indeed, the use of anonymized mass data takes place in a largely unregulated space. Under the term “predictive privacy,” a data protection approach is presented that counters the risks of abuse of predictive analytics. A person’s predictive privacy is violated when personal information about them is predicted without their knowledge and against their will based on the data of many other people. Predictive privacy is then formulated as a protected good and improvements to data protection with regard to the regulation of predictive analytics are proposed. Finally, the article points out that the goal of data protection in the context of predictive analytics is the regulation of “prediction power,” which is a new manifestation of informational power asymmetry between platform companies and society.
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Introduction

One of the today’s most important applications of artificial intelligence (AI) technology is so-called predictive analytics. I use this term to describe data-based predictive models that make predictions about any individual based on available data. These predictions can relate to future behavior (e.g. what is someone likely to buy?), to unknown personal attributes (e.g. sexual identity, ethnicity, wealth, education level), to momentary vulnerabilities (vulnerable conditions such as frustration, depression, loneliness, financial difficulties, pregnancy, etc.), or to personal risk factors (e.g. mental or physical disease predispositions, addictive behavior, or credit risk). Predictive analytics is controversial because, although it has socially beneficial applications, the technology has an enormous potential for abuse and is currently scarcely regulated by law. Predictive analytics makes it possible to automate and, therefore, significantly scale the exploitation of individual vulnerabilities, as well as fostering unequal treatment of individuals in terms of access to economic and social resources such as employment, education, knowledge, healthcare, and law enforcement. Specifically, in the context of data protection and anti-discrimination, the application of predictive AI models needs to be analyzed as a new form of data power large IT companies wield and which relates to the stabilization and production of discriminatory structures, patterns of exploitation, and data-based societal inequalities.
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Against the backdrop of the enormous societal impact of predictive analytics, I will argue (as others have argued before me, cf. Hildebrandt, 2009; Hildebrandt and Gutwirth, 2008; Mittelstadt, 2017; Taylor et al., 2016; Taylor, 2016; Vedder, 1999) that we need new approaches to data protection in the context of big data and AI. In my approach, I will use the concept of predictive privacy to normatively capture this novel form of privacy violation through inferred or predicted information. That is, applying predictive models to individuals in order to support decisions is a violation of privacy, yet it is one which does not come about either through “data theft” or a breach of anonymization. Predictive analytics proceeds according to the principle of “pattern matching” by learning algorithms that compare auxiliary data known about a target individual (e.g. usage data on social media, browsing history, geolocation data) against the data of many thousands of other users. This pattern matching is at the core of predictive privacy violations and is possible wherever there is a sufficiently large group of users disclosing their sensitive attributes alongside behavioral and auxiliary data—usually, because they are unaware that this data can be exploited using big data-based methods, or because they think they personally “have nothing to hide.” As I will argue, the problem of predictive privacy thus strengthens the case for anchoring collectivist protective goods and collectivist defensive rights in data protection.

In the philosophical theories of privacy, collectivist perspectives have long taken into account that one’s own data can potentially have negative effects on other people as well, and have therefore posited that individuals should not be free to decide in every respect what data they disclose about themselves to modern data companies (Hildebrandt, 2009; Hildebrandt and Gutwirth, 2008; Loi, Christen, 2020; Mantelero, 2016; Mittelstadt, 2017; cf. Regan, 2002; Taylor et al., 2016). I will also argue that large collections of anonymized data relating to many individuals should not be freely processable by data processors because predictive capacities can be extracted from anonymous data sets. This is in contrast to the current legal situation under the EU General Data Protection Regulation (GDPR), which does not restrict the processing and storage of anonymized data and the predictive models (or “profiles”) to use the terminology of Hildebrandt, 2009) derived from them. Finally, I will call for the rights of data subjects as outlined by the GDPR (right of access, rectification, deletion, and so on) to be reformulated in a collectivist manner, so that affected groups and the community as a whole would be empowered, for the sake of the common good, to exercise such rights against data-processing organizations and thereby prevent the misuse of predictive capacities.

**Predictive analytics**

For the purpose of this article, precisely which algorithms and procedures a predictive system is based on is not pertinent. I will use predictive analytics as an umbrella term encompassing both machine learning methods and simpler statistical evaluations. While predictive analytics refers to the technological discipline, the “predictive model” refers to a specific manifestation of this technology. However, for an adequate understanding of the data protection problem, it is helpful to give a functional characterization of predictive models. Predictive models are data processing systems that receive as input a set of available data about an individual (or a “case”) and output an estimate of some unknown piece of information, classification, or decision regarding the individual (hereafter referred to as the “target variable”).

The input data are typically readily available auxiliary data, for example, tracking data, browser or location history, or social media data (e.g. “likes,” posts, friends, group membership). The target variable is typically hard-to-access personal information on the individual or a decision about the individual relating to the business of the predictive model’s operator (e.g. at what price someone is offered insurance or credit).

Hence, the goal of predictive analytics is to estimate hard-to-obtain information from easily accessible data about an individual. To do this, predictive models “pattern match” the case given by the input data against thousands or millions of other cases the model has previously analyzed, whether during a learning phase or by means of other, statistical methods. Such models are often trained by means of supervised learning methods. This requires a large amount of training data, that is, a data set in which both data fields—the auxiliary data and the target data—are recorded for a large cohort of individuals. For example, the subset of all Facebook users who explicitly state their sexual orientation in their profile produces a training data set for a model that predicts the sexual orientation of any Facebook user from their usage data, such as Facebook “likes” (see Figure 1).

If only a small percentage of the more than two billion Facebook users provide information about their sexual orientation, the resulting training data set will still comprise several million users. Predictive models that can be trained from this data set might then be used by the platform to estimate the sexual orientation of all other Facebook users, including users who have not consented to the processing of this information, have deliberately not provided it, or may be unaware that the company can estimate this information about them (Hildebrandt, 2009; Hildebrandt and Gutwirth, 2008; cf. also Skeba and Baumer, 2020).

Medical researchers at the University of Pennsylvania have shown that this approach can be used to predict whether a user suffers from conditions such as depression,
psychosis, diabetes, or high blood pressure (Merchant et al., 2019). Facebook has asserted that it can recognize potentially suicidal users by their postings (Goggin, 2019). A high-profile study by Kosinski et al. shows that data on Facebook “likes” can be used to predict “a range of highly sensitive personal attributes including sexual orientation, ethnicity, religious and political views, personality traits, intelligence, happiness, use of addictive substances, parental separation, age, and gender” (Kosinski et al., 2013: 5802).

Such predictive analyses are attracting growing interest from insurance and finance companies because they allow individual risk assessment beyond the classic credit-score approach (Lippert, 2014; O’Neil, 2016: ch. 8). Predictive models are also used in human resource management, for example, to carry out automated pre-selection of applicants in hiring processes, which is problematic as it allows recruitment decisions to be implicitly aligned with sensitive or protected attributes (such as race or pregnancy) through the phenomenon debated as proxy discrimination (O’Neil, 2016: 108, 148). One of the first and most common applications of predictive analytics is targeted advertising. In 2011, for example, a US supermarket chain was able to identify pregnant customers using purchase data collected through customer loyalty cards (Duhigg, 2012). In this context, predictive analytics can be used to exploit psychological, emotional, or socio-economic vulnerabilities of internet users, for example, when predictions of financial or health status are used to steer inappropriate or unfair offers to possibly vulnerable people, such as single mothers, people with low self-esteem or income, or those who have experienced the recent death of a loved one (O’Neil, 2016: 71). This harmful use of predictive analytics is related to so-called “hypernudges” (Yeung, 2017), strategies that use constantly updated and “highly personalised choice environment[s]” in online interactions to get users to click on an ad, reveal more of their data, or spend more time on a certain app. This combination of prediction and nudging brings with it a high risk of manipulation, as is also shown by the example of Facebook, which identifies emotionally vulnerable teenagers in order to target them with specific advertisements (Susser et al., 2019; cf. Zarsky, 2019).

**Predictive privacy**

Predictive analytics enables unknown and personal information to be estimated using readily available data about an individual or group. This is possible with modern machine learning techniques whenever many users of a digital platform provide the data basis to determine correlations between the auxiliary and target data. We thus face a situation in which the data permissiveness of a minority of users (e.g. Facebook users who provide information about their sexual orientation) sets the standard for the kind of information that will be predictable about all users of the same platform. The issue of predictive analytics has so far not been effectively addressed by data protection regulations in the EU context, with the GDPR failing to impose reasonable restrictions for the production and use of...
predictive models [see the “Current deficits in regulation” section; cf. Wachter (2019)].

In order to normatively anchor protection against the misuse of predicted information, I seek in this paper to construct a new protected good. In direct response to the danger posed by predictive analytics, I will make use of the concept of predictive privacy introduced in a previous work (Mühlhoff, 2021) to characterize this protected good. Predictive privacy, in an initial version of the idea, can be defined negatively by detailing cases when it is violated:

**Definition 1:** The predictive privacy of an individual or group is violated when personal information is predicted about them without their knowledge or against their will, in such a way that it could result in unequal treatment of an individual or group.

While the concept of predictive privacy was mainly introduced as a collective ethical value in the previous work, the present paper aims to discuss in more detail its legal and regulatory implications. As we will see, fully recognizing the value of predictive privacy requires us to break with the liberal assumptions at the root of most Western constructions of privacy¹ and data protection frameworks. This paper is in the tradition of philosophical works that have emphasized privacy as crucial not only to the individual but to society in general (Mantelero, 2016; cf. Regan, 2002; Taylor, 2016). For instance, Regan (2002) points out that privacy is not only a common value in that it is shared among individuals; it is also a public value in that it is vital to the democratic political system, and a collective value “in that technology and market forces are making it hard for any one person to have privacy without all persons having a similar minimum level of privacy” (Regan, 2002: 399).

The novel contribution of this paper is not to assert (as has already been established) that privacy is a collective value or good. In fact, my focus is not on privacy in general, but on predictive privacy. This is a specific—and relatively novel—aspect of privacy that has not yet been explicitly and sufficiently debated in the works mentioned above, as it has only recently become a pressing issue in the context of current technological innovations, particularly relating to the systematic and automated infringement of privacy through AI-based predictions. This new aspect of privacy, however, can only be seen from a collectivist perspective on privacy. The paper thus proposes a path by which we should extend the concept of privacy so as to include (or at least stress) a new and very contemporary battlefront in the fight against privacy infringements that remains unapparent and unprotected so long as we approach privacy from the standpoint of individual rights and damages.

It is vital to the ethical and privacy problem debated in this paper that, as I argued (in Mühlhoff, 2021), “prediction” refers to a specific epistemic operation in the real-life application of machine learning models which deviates in ethically doubtful ways from the epistemology of classical statistics. In predictive modeling, information about the data subject is derived from sophisticated, non-linear comparisons made via machine learning models with data that many other data subjects have disclosed about themselves. Using the term “prediction gap,” I pointed out that a prediction translates population-based statistical inferences (which are probability distributions over a range of individual possibilities) into single case, or point predictions. The reasoning involved in this step is not warranted by the logic of traditional statistics, as it leaps from knowledge about a population to “betting” on a single case (Mühlhoff, 2021).² For instance, while a statistical inference might assert that at the population level there is a correlation between smoking and getting cancer, crossing the prediction gap means betting that a given individual Alice will be more likely to develop cancer based on the information that Alice is a smoker. As an important consequence, a breach of predictive privacy does not require the accuracy or correctness of the estimated information, but only the potential for unequal treatment of any individual or group based on that information. Under the ethical standard of predictive privacy, it would be no more legitimate to treat people differently based on predicted information merely because those predictions meet certain requirements of accuracy.

In the previous work, I also detailed why I prefer the term “predictive privacy” over various related notions. For instance, “inferential privacy” (see Loi and Christen, 2020) does not properly acknowledge the problem of the prediction gap. Loi and Christen acknowledge a privacy violation only when it arises through “logically valid inferences” and (unlike predictive privacy) do “not include the ‘non-logical’ predictions that result from applying statistical inferences to single cases, thus … betting on the possible outcome” (Mühlhoff, 2021: 679). The same objection applies to the notion of a “right to reasonable inferences” by Wachter and Mittelstadt (2019): according to predictive privacy, the use of “reasonably inferred” information also poses an ethical concern. Predictive privacy is thus a stronger demand than the right to reasonable inferences (Wachter and Mittelstadt, 2019). In a similar vein, predictive privacy differs from Hildebrandt’s case for a “paradigm shift from data to knowledge protection” in the face of privacy infringements through profiling (Hildebrandt, 2009: 247). In classical philosophy, knowledge is a true and justified belief. The violation of predictive privacy, however, does not presuppose that a prediction is genuinely valid, thus qualifying as knowledge. Finally, predictive privacy also differs from “group privacy” (cf. Floridi, 2014; Helm, 2016; Mittelstadt, 2017; Taylor et al., 2016), as it “does not tie the ethical concern to the precondition that mistreatment
of an individual occurs at group scale” (Mühlhoff, 2021: 680). Predictive modeling is a novel privacy threat because it makes available a new domain of information—information that was never recorded but is only predicted about data subjects in the sense of betting on the most likely outcome. The threat of misuse of this kind of information is independent of whether the algorithms operate by virtually grouping individuals or by other means.

A new privacy problem: Differentiating three types of attacks

The specific privacy threat of predictive analytics arises under the conditions of insufficiently regulated AI and big data technology and has only been evident in the last 10 years. In order to work out the novel quality of this threat and the corresponding new need for protection, it is worthwhile to compare the new type of attack scenario with two older attack scenarios that have each played a prominent role in the discourses on data protection and privacy in past decades (see Table 1 for an overview).

**Type A: Intrusion**

The archetypal threat in data protection can be described as an intrusion. This type of attack is closely related to targeted surveillance focusing on specific individuals or groups. Since the proliferation of computerized data processing in the 1960s, the risk of data being stolen from more or less secure, or at least non-public, zones has been the mainstay of debates on data protection (today, protecting against this threat is known as data security). Although the main potential attacker is always the data-processing organization itself, this type of attack has in the popular imagination often been associated with hacking and cyber-attacks by criminals or intelligence agencies. The attack target of the intrusive privacy breach is sensitive data about individuals, cohorts, companies, and government processes that have not been designed to be accessible to attackers.

**Type B: Re-identification**

A second type of attack is known as re-identification. This type only became significant in the 1990s, after the digitalization of the healthcare system—for example, billing processes with insurance companies or patient administration in hospitals—made available extensive digital databases on healthcare processes, giving rise to the idea of using this data for statistical evaluations in the context of scientific research. This led to the issue of how one could anonymize the entries in such databases in order to be able to publish useful information without violating anyone’s privacy.

In a now legendary case, the US state of Massachusetts at the end of the 1990s made the hospital treatment data of its approximately 135,000 state employees and their dependents available for research. For this purpose, the data was anonymized by deleting fields such as name, address, and social security number from the records. By means of a so-called linkage attack, Latanya Sweeney was able to identify in the anonymized data the record of then Massachusetts Governor William Weld and to reconstruct his medical records (Ohm, 2010; Sweeney, 2002). This case led to discussions in the academic and political worlds about the limits and feasibility of anonymization. The question of “secure” anonymization procedures is still being discussed today, and current proposals for anonymization procedures in computer science always seem to be cut short by far-reaching attacks. It has thus become clear that “anonymity” is a multifaceted notion that cannot be defined absolutely, insofar as the degree of anonymity depends on assumptions about the background knowledge of the attacker as well as the statistical distribution of the data in the data set that is to be anonymized. Moreover, anonymization methods are required to anticipate all future attack techniques and to cover all possible configurations of background knowledge of any future attackers.

The danger of re-identification in anonymized data sets has become a second, much-discussed threat in data protection since the 1990s. This discussion has had a noticeable influence on data protection legislation in the context of

<table>
<thead>
<tr>
<th>Table 1. Qualitative comparison of attack scenarios that represented a dominant threat in the public discourse on data protection at different times.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Most relevant since</strong></td>
</tr>
<tr>
<td><strong>Means</strong></td>
</tr>
<tr>
<td>Hacking, data leaks, breach of encryption, etc.</td>
</tr>
<tr>
<td>Sensitive/confidential data</td>
</tr>
<tr>
<td>Data security measures</td>
</tr>
</tbody>
</table>
medical data, for example on the 1996 Health Information Portability and Accountability Act (HIPPA) in the US. For the purposes of this article, it is important to point out the qualitative difference here to the attack type of intrusion (and prediction). Unlike data theft, the goal of re-identification attacks is to effect a breach of anonymity. Even though sensitive data on individuals or cohorts is obtained, this is different from intrusive data breaches, since the underlying data was deliberately published with the promise that it would not reveal individual, but only statistical, information.

Type C: Prediction

However, re-identification can no longer be viewed as the most important and dominant type of attack in data protection today. This is not to say that the principle of predicting unknown data by means of big data and AI technology makes the danger of re-identification disappear (no more than it does the danger of intrusion). However, the threat of unregulated predictive analytics far surpasses both classic attack scenarios in terms of reach and scalability (cf. Hildebrandt, 2009). Once a predictive model is created—and there are currently no effective legal restrictions on this—it can be applied to millions of users in an automated way with almost no marginal cost. The data permissiveness of some users determines what kinds of information can be estimated about almost anyone as long as predictive analytics technology remains an unregulated field.

This constitutes a qualitatively new threat in data protection because the means of violating predictive privacy is neither data theft nor a breach of anonymization. The risks originating from predictive analytics differ from the older attack scenarios in three respects. With regard to causation, the threat posed by predictive analytics relies on the availability of collective data sets; in terms of the perpetrator, the powers of predictive analytics are reserved for those actors who have access to aggregated collective data sets; and with regard to its effects, predictive analytics not only has an impact on the individual, it also affects society as a whole. As the most obvious consequence, the data power deriving from predictive analytics becomes commercially concentrated among a few large companies. Secondly, the potential harm of predictive privacy breaches lies in information being estimated not only about targeted individuals but about very large cohorts of users, automatically and synchronously, turning the predictive capacities of commercial actors into a structural factor in our societies. At the heart of predictive privacy violations, then, is not espionage directed at individuals, but automated and serial exploitation and unequal treatment of people throughout society, for example when we are offered different rates for insurance, or when we are shown a specific advertisement at perhaps an emotionally vulnerable time.

Predictive privacy as a protected good

The problem of predictive privacy represents the most significant new challenge for data protection at present. In order to recognize the protection of predictive privacy in its fullest extent as an issue of data protection, it is necessary to disentangle public discourse about data protection from its “roots in traditional liberal thinking” that constructs privacy as a “private good” (Regan, 2002: 397). In many Western legal traditions, the fixation on individual claims when it comes to data protection and privacy rights is enshrined by the fact that data protection serves the protection of fundamental rights, which are rights of the individual against the state. The protected good of predictive privacy should thus be viewed through a collectivist lens, which is premised upon a set of ethical values that prioritize the collective over the individual. It is of course still true that there remains a threat to the single individual that they may be treated adversely on the basis of predicted information—and we do need protection against this threat. But this danger alone is nothing new: long before the advent of AI-based predictive analytics, bank advisors were making decisions about creditworthiness based on stereotypes, doctors prioritized treatment programs based on personal assessments, and human resources staff were predicting the performance of job applicants during the hiring process.

Compared to these older scenarios, a broader scope to the risk arising from predictive analytics lies in the fact that these systems allow predictions to be made automatically about any person, thus potentially affecting all of us simultaneously and on a large scale. Predictive analytics technology is usually in the hands of powerful private or state actors that have an interest in algorithmically managing not isolated individuals but whole user cohorts or populations (Mühlhoff, 2020)—in other words, in categorizing and potentially exploiting the vulnerabilities of thousands of people simultaneously. The essence of predictive privacy breaches is thus not the invasion of a private “sphere,” but in its capacity to open up a path for privacy to be structurally reconfigured in our digital societies. This reconfiguration concerns the technologically realistic expectations of privacy, the scalability of methods to subvert privacy, and the political values at stake when it comes to policies relating to privacy. In the context of AI and big data, threats to equality, fairness, and anti-discrimination increasingly originate from powerful private actors. Notably, anti-discrimination is at stake here in my argument not only with respect to the issues of possible biases in predictive systems but to the extent that such systems, even if “unbiased” (if that is ever possible), have significant societal consequences (cf. Eubanks, 2017; Noble, 2018).

The issue of predictive privacy thus fosters a collectivist interest in data protection which has become more relevant
in the past two decades in the face of technological innovation. The aim of protecting predictive privacy is to address a growing power asymmetry between society and data-processing organizations that design, run and own predictive models. We should thus posit predictive privacy as a protected good in the name of the common good. Understood as such, the demand for protecting predictive privacy is a response to the potential for abuse of the predictive capacities of certain actors. Hence the purpose of predictive privacy is to bring the growing prediction power of private and sometimes public actors under democratic accountability and control.

A positive definition of the protected good of “predictive privacy” thus goes beyond the negative, harm-focused, and still implicitly individualist definition of the predictive violation of individual privacy that was introduced in Definition 1 above, following Mühlhoff (2021). I am therefore supplementing this first definition with a positively framed and more collectivist version of the same concept:

**Definition 2:** Predictive privacy as a protected good designates a (legal and ethical) level of protection of the community against the predictive capacities of large data processors; this is a demand for protection against a specific, contemporary, technological manifestation of informational power asymmetry.

From this more nuanced viewpoint, predictive privacy is about regulating a technology that can structurally harm many of us, and thus our society in general, when it comes to values of equality, fairness, and human dignity. A violation of predictive privacy—and there is a subtle semantic difference between “violation of predictive privacy” and “predictive violation of (individual) privacy”—refers to a political, economic, and technological constellation that furthers social inequality, automated exploitation of individual vulnerabilities and data-based socio-economic selection on a structural level through the use of predictive models. Adopting predictive privacy as a protected good shifts the focus in data protection from the defensive rights of the individual to a preventative protection of the community against a new form of technologically enabled social and political power asymmetry—prediction power.

This shift from the first to the second definition also helps us emphasize the preventive aspect. Protecting society against the power asymmetries enabled by predictive modeling requires legal interventions already during the stage of potential (or looming) violations of privacy. We thus need a legal and ethical framework to govern the emergence and use of predictive powers. In demanding mechanisms to protect predictive privacy that are already in place before an actual violation of an individual’s privacy, I refer here to the legal concept of data protection as a type of “protection in advance.”

The accumulation of prediction power in the hands of particular companies is what predictive privacy measures should address; protective mechanisms should not kick in only after predictive power has actually been exercised in specific cases. Predictive privacy as a protected good is, therefore, necessary to guarantee that the fundamental values of free, egalitarian, and democratic societies are maintained in the face of a technological situation that otherwise impels us to increasingly entrust the maintenance of these self-same values to the putatively benign intentions of global economic actors.

**Predictive privacy as a collective duty**

In addition to the collectivist construction of the protected good of predictive privacy, the violation of predictive privacy is also characterized by a collective “perpetration” or causation. This is because predictive analyses are only possible when two conditions are met: first, a sufficiently large group of users provides their sensitive data in connection with auxiliary data when using digital services. Secondly, platform companies and other economic actors are legally permitted to aggregate this data (potentially also in anonymized form) and use it to train predictive models. Given these preconditions, protecting predictive privacy requires nothing less than a departure from the deeply entrenched, liberalist way that many people think about the ethics of our everyday use of networked digital services, whereby we also believe it is everyone’s own business to decide whether platform companies are allowed to siphon off their personal data. Protecting predictive privacy demands a broadly shared awareness that one’s own data potentially harm others—and that modern data protection means more than simply giving control to each single user over what personal data is collected from them. To fully internalize this point, a useful approach might be to reverse this argument: that the data which many others more or less knowingly and voluntarily disclose about themselves (and which is collected by platform companies perfectly legally) can be used to estimate sensitive information about oneself.

These elementary observations about the social externalities of one’s data practices, externalities that arise from the basic technical structure of predictive analytics, reveal a significant limit to the legal basis of consent which in the context of social media is one of the most widely used tools provided by the EU GDPR (EU, 2016) for platform companies to lawfully aggregate large sets of user data. Here it becomes clear that when a user is asked for consent, they are making a decision on behalf of many other people who can be discriminated against on the basis of this data—provided that a number of other users also disclose such data about themselves, of course, but this is usually the case, as the numerous examples from social media show. In our current legal and regulatory landscape, in which the construction and the use of predictive
models is broadly unregulated, *individual* consent decisions are of *supra-individual* scope, not limited to the data subject itself.

In this context, it should be noted that anonymous data is sufficient for the training of predictive models. One only needs the correspondence of auxiliary data and target information—for example, Facebook “likes” and information about health conditions; the training data for predictive analytics does not need to contain identifying data fields. Promises of anonymization are therefore routinely leveraged to minimize users’ reluctance about consenting to the processing of their sensitive data; anonymization is an innocuous requirement for big data business models that are based on predictive analytics. In situations where users are not using a digital service anonymously, it is likely that platform companies can still avoid specifying the training of predictive analytics as the purpose of data processing, because they can anonymize the data directly after collection and then make further use of it. The reason for this is that anonymized data does not fall within the scope of the GDPR and can be freely used—especially in aggregated form. It can also be stored indefinitely and only later be used for predictive analytics. Finally, it should be borne in mind that the trained predictive models themselves represent derived, highly aggregated, anonymized data, which thus do not fall within the scope of the GDPR and, in particular, can be sold and circulated without effective data protection constraints.

**Current deficits in regulation**

Predictive analytics and AI technology have significantly increased the potential for misuse of anonymized mass data over the past 15 years (see Table 1). However, in the current legal situation, the generating (and to a lesser extent the use) of predictive models is largely unregulated, so the possibility of misuse is a potentially serious societal issue that can stabilize help to produce and reinforce socioeconomic inequalities and patterns of discrimination.

**Producing predictive models**

First, the question arises as to why the EU’s GDPR framework does not effectively regulate the production of predictive models. One reason lies in the individual-oriented normative conception of the GDPR, which is ultimately based on the conception of fundamental rights as individual rights. It is, moreover, a characteristic of the public discourse, case law, and business practices developing around the GDPR that both the protected goods and the defensive rights of data protection are always focused on someone’s relationship to their own data. The interpretation is usually that the sovereignty of individuals in relation to the use of their (personal) data must be preserved; everyone must be asked for consent in relation to their own data or another legal basis must be declared. Acts of infringement under the GDPR, therefore, refer to an individual who claims that *their* personal data were processed in a way that was not covered by the claimed legal basis. In particular, the defensive rights of data subjects, such as the right of access (Art. 15), rectification (Art. 16), erasure (Art. 17), restriction of processing (Art. 18), and portability (Art. 20), are framed in the GDPR as individual rights that can only be exercised by the individual in relation to their own data.

Another, related reason why the GDPR weakly regulates the production of predictive models is that it refers to “personal data” (Art. 4(1)) and does not concern itself with anonymous data (Wachter, 2019). The distinction between personal and anonymous data is outdated in the context of AI and big data. This is not merely because anonymization can be broken, e.g. leveraging background knowledge, but because predictive analytics can use the anonymized data of *many* individuals to estimate sensitive and “personal” data about *other* people whose data was never recorded and thus never anonymized. In the reality of data businesses, the distinction between personal and anonymous data is often only made at the “input stage” of data processing, for instance, to decide whether certain data has been legally recorded by the system (Wachter and Mittelstadt, 2019: 125f.) even though, according to Art 4(1) GDPR, all stages of data processing should be taken into account. Furthermore, the evaluation of data as personal versus anonymous in practice only considers the relation of the data in question to the *one* data subject from whom the data is collected. The fact that the anonymized data of *many* data subjects enable a new kind of privacy violation against arbitrary *others* remains unrecognized in this scheme. Information derived in the course of data processing can thus undermine the initial distinction between anonymous versus personal data, not only insofar as supposedly anonymous data could be linked back to the data subject to whom they referred before anonymization, but rather because new insights into *any* third person can be gained by combining the anonymized data of many. The notion of “personal data” in this case would have to refer to variable individuals—in particular, third persons—and is therefore obsolete as a concept.

The legal and theoretical judgment of the danger posed by derived data is controversial and inconsistent. The German Federal Constitutional Court already argued in the 1983 census ruling that there is no such thing as “irrelevant data” (Bundesverfassungsgericht, 1983: 34; Wachter and Mittelstadt, 2019: 125) —but the focus here was not on the mass data scenario, which did not exist at the time, but on the derivation of sensitive information about a particular individual from seemingly less sensitive or anonymized data about the same individual (attack type B). The former Article 29 Working Party has recommended in various opinions to include derived information under
personal data according to Art. 4 GDPR (Article 29 Data Protection Working Party, 2018). However, what has been insufficiently addressed in its guidelines and opinions is the phenomenon of anonymous mass data as opposed to the danger of re-identification. With regard to the categorization of data (as discussed above, e.g., as anonymous vs. personal), the Article 29 Working Party progressively advocates looking at processing purposes and consequences rather than at reference to individuals at the input stage (Article 29 Data Protection Working Party, 2007; Wachter and Mittelstadt, 2019: 126). Wachter and Mittelstadt argue that the European Court of Justice has clarified in several rulings that the scope of the GDPR is limited to the “input stage” of data processing (Wachter and Mittelstadt, 2019: 6) and that the defense against the consequences of data processing, also with regard to automated decisions, must be based on sector-specific regulations [Wachter and Mittelstadt, 2019: 7]. With the instrument of the data protection impact assessment, the GDPR provides a mechanism that can explicitly include the consequences of data processing even beyond the “input stage” and thus in particular also with regard to the effects of anonymized mass data. However, even this comparatively unwieldy instrument is likely to be limited by the distinction between anonymized and personal data. In particular, according to the current interpretation of the right to erasure, this right can also be satisfied by anonymizing data records. This opens a loophole for the unlimited and unregulated processing of formerly personal data beyond the purpose limitation, for example for the training of predictive models, to the extent that anonymized data provides sufficient material for this.

Using predictive models

The second question is why the GDPR does not effectively regulate the use of predictive models—that is, the application of already existing and trained models to individuals. This relates to the question of whether the GDPR sufficiently protects against the production and use of personal predictions. According to Sandra Wachter and Brent Mittelstadt,

Wachter and Mittelstadt see evidence, in the case law of the European Court of Justice of recent years, that derived information about individuals does not have to be fully treated as “personal data” under the GDPR with respect to the legal consequences of data processing [Wachter and Mittelstadt, 2019: 5ff., 105ff.]. In this point the California Consumer Privacy Act (CA, 2018), which was adopted in 2018 and came into force in 2020, makes a clearer distinction (cf. Blanke, 2020: 99). The CCPA offers a definition of “personal information” which explicitly includes, in addition to various directly personal kinds of data,

Inferences drawn […] to create a profile about a consumer reflecting the consumer’s preferences, characteristics, psychological trends, predispositions, behavior, attitudes, intelligence, abilities, and aptitudes. (CCPA § 1798.140 (o))

In this context, it should also be mentioned that the regulation of profiling and automated decisions by the GDPR (see Art. 22) is too weak because it is limited to fully automated processing. Procedures that treat people differently by means of predictive models can be implemented comparatively easily as semi-automated routines by integrating human supervision and intervention possibilities (e.g. by what are known as click workers) into the processing cycle in order to circumvent the provisions of Art. 22.

A third reason for the effectively weak regulation of the use of predictive models is that the hurdle of consent is psychologically low for the gathering of auxiliary data—that is, the data on the target individual needed as input for the inferential use of a predictive model. Most users consent without hesitation to the processing of such data because behavioral data such as Facebook “likes” seem to them to be less sensitive. Moreover, this data is often collected routinely and without specific consent during people’s everyday social media use.

Proposals for regulation

Alongside the previous discussion of deficits in regulation based on the EU GDPR, this section offers some conceptual proposals to inform future discussions on how to improve the regulation of predictive analytics in the context of data protection legislation. According to the principle of data protection as a type of “protection in advance,” its purpose is to establish a preventative safeguard for equality and fairness in how we are treated by data-processing entities. The aim is to balance a power asymmetry between society and organizations; this asymmetry already exists in the potential and looming violation of predictive privacy, as well as in the unequally distributed vulnerability of different groups and people with regard to the potential for misuse of anonymized mass data and predictive models.
The protectiveness of a data protection regulation that effectively limits the risks of abuse of predictive analytics cannot be placed solely on the shoulders of the defensive rights of affected individuals. Such instruments always lag behind actual incidents of infringement and their effectiveness is further weakened in the present context by the fact that the violations are often difficult to identify and prove from the individual’s perspective. While individual legal recourse, therefore, holds little promise of success, due to a dispersal effect resulting when predictive analytics technology is automatically applied to thousands of people in parallel, the damage to society as a whole can be considerable (cf. Ruschemeier, 2021).

Derived information

First, and analogous to California’s CCPA, any future regulation should avoid, with respect to the legal consequences of data processing, drawing an effective difference between personal information that is being recorded (e.g. explicitly stated demographic information such as gender) versus inferred (e.g. estimations about purchasing power, predisposition to illness, substance abuse, etc.). In this regard, it is vital that protective mechanisms do not depend on whether the information is factually correct (e.g. being denied a job because of a prediction that the applicant might be predisposed to depression violates the applicant’s privacy, regardless of whether that prediction turns out to be accurate or inaccurate). In contrast to the proposal of a “right to reasonable inferences” by Wachter and Mittelstadt (2019), equipping data protection with instruments to protect individuals from false or inaccurate predictions alone would not solve the present problem, which is the need to balance the power asymmetries between global data aggregators and societies. As argued previously, even accurate predictions can be used and misused in ways that are harmful to society and individuals (e.g. denying insurance to people whom the provider predicts might be predisposed to certain health conditions). Providing protection against this should be within the remit of the legal implementation of predictive privacy.

Anonymous data and purpose limitation for trained models

To safeguard society from companies’ capacities to accumulate prediction power in an uncontrolled way, future regulation should be designed to apply to cover anonymized mass data by way of data protection principles similar to those enshrined in the GDPR. This does not mean, as the proposal is often misunderstood to imply, categorically prohibiting the processing of anonymized data but, in the same way as with personal data, to legally subject this processing to reasonable obligations like purpose limitation. The legal basis of consent is questionable here if the consequences of data processing potentially affect third parties (see below). A list of valid legal bases should ideally be drawn up as a result of a political, societal and ethical debate regarding which uses of anonymized mass data are considered socially beneficial as opposed to harmful. For instance, legal regulation could enable the processing of anonymized data specifically for health research, spam filtering, content moderation, and other measures. Importantly, compiling such a list of lawful purposes should be connected to a principle of purpose limitation for the processing of anonymized data that curtails the possibility of abuse of data or the resulting models for secondary purposes.

Given the immense potential for misuse of anonymized mass data and the ensuing predictive models, processing of anonymized data ought not to be allowed without restriction, nor occur in an unregulated field of business outside the reach of the GDPR’s stipulations. My proposal is similar to the seemingly radical step of the GDPR to generally forbid the processing of personal information—with reasonable exceptions that enable research and business to continue to take place. Furthermore, the reasoning behind this proposal is to avoid focusing data protection regulation solely on the danger of re-identification of individuals in anonymized data sets (the type B attack scenario). Rather, to mitigate the risks of attack type C, regulation must start from the potential for abuse of large collections of anonymized data and of data sets in which various, more or less sensitive, data fields can be examined for correlations. A growing societal acknowledgement of the rich information content of anonymized mass data is needed for this regulatory concern, so that the problem is not reduced in public and political debate solely to the risks of re-identification.

The regulation of the processing of anonymized data must not be limited to the input stage of data processing. It should also be kept in mind that trained predictive models themselves represent aggregated, anonymized data.14 Future regulation ought therefore to cover the dissemination and use of trained machine learning models and instil a principle of purpose limitation also with respect to trained models. Predictive models generated from customer data sets can at the moment circulate or be sold relatively unrestrictedly. Suitable mechanisms of purpose limitation and supervision should be devised in political, ethical, and legal discussions that ensure that the use of trained models is really limited to purposes beneficial to society.15 This could include registering and pre-authorizing the creation of predictive models with an appropriate supervisory body.

Restricting consent

A third direction concerns consent as a legal basis. Since in the context of big data and AI technology the processing of
one’s own data generally has an impact on others, the validity of individual consent is questionable. It might be appropriate to restrict the availability of consent as a legal basis only to situations when the consequences of the consent decision affect exclusively the person giving their consent.

Consent is today one of the most practically relevant legal bases. Arguably, the current practices around consent, largely based on pop-up dialogues and cookie banners, are shaping our perceptions in that each new consent dialogue affirms the liberal story that reduces data protection to individual choices about the sharing of personal data. The current practice of consent could therefore even be harmful with regard to the data protection challenges set out in this paper as it distracts people’s attention from the collective dangers of data accumulation and predictive analytics (Kröger et al., 2021; Sloan and Warner, 2014). Furthermore, it has been much discussed that consent dialogues tend not to inform users properly, but tend to dupe or coerce them into giving their consent by means of design tricks, nudges and interminable small print as well as often popping up at the most inconvenient moments (cf. Baruh and Popescu, 2017; Mühlhoff, 2018).

An updated legislation should therefore render the legal basis of consent insufficient to data processing that links a person’s data with the data of other users or which feeds into the production of predictive models. Other legal frameworks should be put in place to ensure that big data applications are beneficial rather than potentially harmful (see above).

**Collective defense rights**

Establishing collectivist counterparts to the data subjects’ rights under the GDPR is another key proposal. This means that the rights of access, rectification, erasure, portability, etc. should be collectivistically extended so that, for example, groups affected by discrimination, as well as society in general, are empowered to demand information from platform operators about predictive models and the processing of anonymized data. So the idea, to be fleshed out in future research, is to create a defensive right that can already be applied to the trained predictive model, rather than when the model is applied to a specific person to derive a prediction. Such an extension of existing data protection regulation should afford democratic institutions more control over what information commercial organizations can derive about any individuals from auxiliary data and what predictive models an organization trains on the basis of the data of many users. This collective right of access should help to uncover which patterns of discrimination are inscribed in the predictive models. A collective right to correction or deletion of such models should be exercised once patterns of exclusion and discrimination, or stabilizing and reinforcing effects in relation to social inequality, can be observed. For the exercise of these collective rights of defense, supervisory bodies as well as appropriate instruments of collective redress such as class actions should be provided for (cf. in detail Ruschemeier, 2021).

**Conclusion**

I have argued that the novel potentials of predictive analytics also come with novel risks to society that result from the accumulation of prediction power, which is a new manifestation of informational power asymmetry between a few economic players, individuals, and society at large. If unregulated, prediction power will likely lead to a further increase in social and economic disparities, discrimination, and algorithmic social sorting across the globe. To make the risks of predictive analytics debatable ethically and politically, I have adopted the ethical concept of “predictive privacy” (Mühlhoff, 2021), which describes predicted personal information as a potential vehicle of privacy violations. Extending this ethical interpretation, I argued that to socially control prediction power, predictive privacy should be considered as a protected good. Current data protection regulations do not suffice to reasonably constrain prediction power as they do not regulate the production and circulation (only the application) of predictive models. Given the specifically collective risks of big data and AI technology, which manifest themselves more in the cementing of social inequality than in attacks on isolated individuals, effective data protection in the current decade will need to be assessed regarding the degree to which it forms a sustainable alliance with anti-discrimination measures. The field of predictive modeling based on anonymized mass data that all of us generate for big data companies every day (for free) is at the moment largely unregulated. In order to recognize the need for regulation, data protection (and especially liberal discourses surrounding privacy) must move away from its preferred focus of reference, the protection of an individual’s informational sphere, and focus on the effects of contemporary data processing as they increasingly structure our societies.
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Notes

1. For established definitions of privacy in philosophical discourse, see Tavani (2007). Two of the main traditions in privacy appear in the Anglophone world as “non-intrusion theory” and as “control theory” (on the latter, see Westin, 1967). Since the 2000s, “privacy as contextual integrity” by Nissenbaum (2011) has provided a refined conceptualization of privacy which has been influential in the US-American discourse. Why traditional frameworks are unsuitable for addressing the novel privacy challenge of predictive analytics has been discussed by in Skeba and Baumer (2020).

2. This clearly relates to a fundamental paradigm shift in statistics currently driven by the dominance of Machine Learning, in which Bayesian statistics replaces classical statistics, see Joque (2022).

3. Cf. Ohm (2010) and as examples, see the spectacular re-identification of Netflix users in a pseudonymously published database of film ratings by Narayanan and Shmatikov (2008), or the reconstruction of the family names from anonymously available genome data by Gynrek et al. (2013).


5. In this proposal for a rhetoric which would publicly communicate the concern for predictive privacy, the collectivist concern for protection against violations of predictive privacy is pragmatically retranslated in terms highlighting the threat of predictive violation of (individual) privacy. I see this oscillation between the terminology of the common good (protecting predictive privacy) and the individual interest (avoiding disadvantages from predictive violations of one’s privacy) as quite pragmatic in terms of the persuasiveness of the argument, even among those who are less collectivist in their political sensibilities.

6. In this sense see also the concept of “data pollution,” Ben-Shahar (2019).

7. See in particular the research on differential privacy in machine learning, cf. Abadi et al. (2016) and Dwork (2006).

8. The right to erasure in the context of the GDPR can also be fulfilled by anonymising the data, cf. the “Current deficits in regulation” section.

9. This presupposes that established anonymization procedures are used, which have been developed for this purpose for fifteen years under keywords such as differential privacy and differentially private machine learning.

10. This is of course also a problem, which would correspond to type B of the attack scenarios; however, this issue is not my focus here, as I argue that there is now a new data protection threat (type C).

11. For example, when a social media app accesses the phone book of a smartphone, only the smartphone owner consents to the processing of these data, not all the people listed in the phone book.


13. See above, note 4.

14. Such models are represented by millions of entries in a large matrix calibrated in the training procedure of simulated neural networks. These parameters are themselves derived data and, as long as the training procedure meets certain technically well-defined requirements, no individual entries of the training data can be reconstructed from them, so they are formally anonymous data. See the discourse on differential privacy in machine learning, note 7 above.


16. See also similar proposals by Mantelero (2016) and Pohle (2016).

17. This proposal deliberately remains in the realm of data protection. This is in contrast to more ambitious debates in political philosophy that propose alternative democratic “regimes” for collectivist governance of data use and infrastructure under terms such as “data-owning democracy” and “digital socialism” (Fischli, 2022; cf. Muldoon, 2022). These approaches explicitly go beyond data protection (Muldoon, 2022: 3) to fundamentally reorganise and communise “data ownership,” data infrastructure, digital participation, etc. While I believe that effective protection of predictive privacy requires the creation of appropriate democratic institutions (such as the supervisory authority mentioned in this article), it is far from automatic that communised data processing would be aligned with this goal. The protection of predictive privacy is neither positively nor negatively enshrined in the concept of communitarian data infrastructures. It is therefore quite conceivable that community-driven data cooperatives could train predictive models, which could subsequently be used to discriminate against minorities.
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