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ABSTRACT

This paper takes an interdisciplinary approach, combining legal studies, ethics and technical insights to shed light on the complex issues surrounding the regulation of predictive analytics. We argue that the individualised concept of regulation, shaped by the dogma of fundamental rights, is unable to adequately capture the implications of predictive analytics. We show that predictive analytics is a problem of collective privacy and informational power asymmetries, and conceptualise the form of data power at work in predictive analytics as ‘prediction power’. The unregulated prediction power of certain actors poses societal risks, especially if this form of informational power asymmetry is not normatively represented. The article analyses this legal lacuna in the light of recent case law of the European Court of Justice and new legislation at the EU level. To address these challenges, we develop the concept of ‘predictive privacy’ as a protected good based on collective interests.
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1. Introduction

Debates about artificial intelligence (AI), big data, and the societal influence of large information and communication technology (ICT) corporations remain constrained by the boundaries of their own disciplines, especially those discussions approached from a legal perspective. As we will show,
one area where interdisciplinarity between law and philosophy promises to be particularly fruitful is the critical analysis of predictive analytics — that is, the use of AI and statistical computing techniques to derive predictions about individuals or groups.

Predictive analytics roughly refers to the practice of using machine learning models for prediction purposes and is currently one of the most important applications of big data and machine learning technology. Predictive analytics constitutes a novel challenge to privacy and data protection legislation as it is often used in the context of algorithmic scoring and automated decision making to infer unknown personal information about individuals, or to categorise individuals according to such estimates in order to treat them differently. In this paper we will take an interdisciplinary approach involving legal studies, ethics and technical insight to offer a fresh take on the challenges of regulating predictive analytics.

Predictive models are typically trained on large sets of training data from which a machine learning procedure can ‘learn’ correlations or ‘patterns’ in the data. Trained models can then be used to automatically classify individuals or cases according to criteria such as business risk, health risk, psychological traits, substance abuse, creditworthiness, consumer interests, political views, religious affiliations, sexual identity, etc. These systems allow the operating party, which is typically a large data or platform company, to make a predictive assessment on a case-by-case (individual) basis of unknown (personal) information — unknown either because they are unknown to the assessing party as the actual information is hard to obtain (e.g., health information, sexual identity) or because the predicted information is about future events (e.g., business risks, credit default, purchasing behaviour) that may not even be known to the person concerned.\(^3\) Predictive systems are commonly used in targeted advertising, differential pricing, credit scoring, insurance risk assessment, automated hiring systems, but also in predictive policing or determining potential risk of recidivism.\(^4\)

Our initial thesis starts from the concern that predictive analytics technology has potentially significant societal impact that scales with the wide proliferation of this technology. One of the risks that has often been mentioned is unfair biases in these models — that is the systematic and unfair discrimination against certain individuals or groups.\(^5\) Our article complements the
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debate on bias by shifting attention to another and even more fundamental risk arising from predictive analytics, which is a specific invasion of privacy: Predicting personal information about arbitrary individuals or groups can, we argue, constitute an invasion of privacy as much as the unauthorised use of factual information can (by factual information here we mean information that has been disclosed by the data subject, as opposed to predicted information). This leads to a transformation of social relations, creating dangers for democracy and social (group) harmonisation, as well as ubiquitous commercialisation. As we will specifically discuss in this article, the privacy risks of predictive analytics already arise from creating predictive models (as opposed to the later step of applying the model to a concrete case).

Hence, predictive analytics’ mode of operation leads to direct legal implications: infringements of privacy, discrimination, and the exploitation of power asymmetries that defeat the individual and collective realisation of rights. However, the current legal framework, especially as represented by the EU’s General Data Protection Regulation (GDPR), and also the Digital Services Act (DSA), falls short in terms of implementing sufficient control over the societal risks of predictive analytics. Automated predictions can harm both individuals and entire societies. At the same time, predictive analytics relies on a structure of collective causation, insofar as prediction systems exploit the collective data provided by many data subjects upon using digital services and apply it to targets that may even come from outside that group of data subjects. As predictive analytics is only feasible for those actors who hold large amounts of user data, we analyse its exercise as a specific manifestation of informational power asymmetry in the form of


11Mühlhoff and Ruschemeier (n 1); Mühlhoff (n 6).
prediction power. We contend that instead of addressing these informational power asymmetries, the GDPR reproduces them.12

Millions in fines13 and an increasing number of lawsuits14 against digital companies do not address the fundamental problem of predictive modelling as a core business model. One reason is that large technology companies have been very successful in evading various forms of regulation, refusing to acknowledge the systemic and collective risks of their business models and deliberately exploiting power asymmetries through their own norm-setting and ubiquitous distribution. Additionally, the architecture of European legal protection poses a systemic challenge to the normative capture of collective causal structures and the impact of predictive analytics which leverages the data of some individuals to make predictions about others. This is because the legal system is designed to enforce the rights of individual data subjects,15 not regulate the collective impact of this technology.16

The jurisprudence of the European Court of Justice (ECJ)17 has also only indirectly addressed the challenges of predictive analytics in terms of collective implications, but the current decision on the data practices of the company Meta, on the other hand, is a milestone against collective data exploitation.18 The paper analyses its impact. We argue that a new understanding of privacy is needed to identify these regulatory gaps and to develop proposals for solutions. We contend that these normative considerations are inextricably linked to the technical foundations and ethical theorising of privacy as a subject of protection, and that ethical and legal perspectives are complementary rather than distinct.19

This article starts with a short outline of the technical prerequisites of predictive analytics and the philosophical and ethical concept of prediction

\footnotesize{12}See further Hannah Ruschemeier, ‘Data Brokers and European Digital Legislation’ (2023) 9 European Data Protection Law Review 27.
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power, before analysing the legal implications. Subsequently, we explain why privacy, as a legally protected right, depends on insights from other disciplines and is therefore particularly open to development. We introduce our concept of predictive privacy and distinguish it from related proposals such as group privacy. We also discuss the view that neither the GDPR nor anonymisation techniques can be effectively positioned against the collective structures of predictive analytics. We clarify that the described challenges are not solved by the DSA and conclude that effective protection of privacy and personal data requires systemic risks to be better addressed in future legislation.

Overall, we offer an interdisciplinary understanding of data privacy and data protection law by pointing out the technical, ethical, and legal implications to cultivate a nuanced debate in the light of the new European legislation.

2. Technical basics of predictive analytics

2.1. Concept and technical procedure

By the term ‘predictive analytics’ we refer to certain applications of ‘artificial intelligence’ (AI), data analysis, and computational statistics techniques that use available data to build predictive models. By a predictive model we mean an algorithmic routine used to estimate unknown or future information (target information) about an individual or case from auxiliary data. Such predictions may concern the behaviour of people, events, or be used to classify people into similarity groups. In this context, a predictive model typically receives as input the information known about an individual or case to be assessed (hereafter referred to as ‘auxiliary data’, e.g., tracking data or social media usage data about a user) and returns as output an estimate of the modelled target variable (e.g., sexual identity of the user).²⁰

Predictive models are typically trained or calibrated using large amounts of training data. Such training data sets consist of data pairs that combine auxiliary data and target information over a large number of known cases. Learning methods that train a model using this kind of training data are also called ‘supervised’ learning methods because they learn from examples for which the target variable to be modelled is already known.

2.2. Examples of application

Generally speaking, predictive modelling is of interest when and where difficult-to-access information about any user is estimated on the basis of

readily available data. For example, medical researchers at the University of Pennsylvania have shown that usage data from social media platforms can be used to predict whether a user suffers from diseases such as depression, psychosis, diabetes, or high blood pressure.\textsuperscript{21} A well-known study by Konsinski et al. determined that a Facebook user’s likes can be used to predict ‘a range of highly sensitive personal attributes’ about that user, ‘including sexual orientation, ethnicity, religious and political views, personality traits, intelligence, happiness, addictive behaviour, parental separation, age, and gender.’\textsuperscript{22} Other important application areas of predictive analytics are targeted advertising\textsuperscript{23} and credit scoring.\textsuperscript{25}

Beyond the apparent implication that predictive analytics enables violations of the target subjects’ informational self-determination, of which most users are unaware, the secondary use of such predictions is particularly relevant. Such predictive analyses are of great interest, for example, to insurance companies or in the context of recruitment procedures, because they allow individual risk measurement. Insurance companies can also use predictive models to ‘nudge’ their customers individually through, for example, the use of targeted discount programmes.\textsuperscript{26} Such methods can become a significant data protection risk if the object of targeting is, for example, advertising for medical products or drugs, in which case the predictive model trained in the method ultimately enables the prediction of diseases and thus sensitive medical information for any platform user.\textsuperscript{27}

\textbf{2.3. Two processing steps: technical implications}

In discussing the ethical and legal implications of predictive analytics, it is helpful to bear in mind that applications of this technology involve two steps of data processing that must be considered separately.

We call the first step the \textit{training of a predictive model}. Here, suitable data from a large number of individuals, users, or incidents are collected in order

\textsuperscript{21}Raina M Merchant et al, ‘Evaluating the Predictability of Medical Conditions from Social Media Posts’ 14 1932-6203 e0215476.
\textsuperscript{22}Michal Kosinski, David Stillwell and Thore Graepel, ‘Private traits and attributes are predictable from digital records of human behavior’ [2013] PNAS. See also the examples in Zuboff (n 20) 129 et seq.
\textsuperscript{27}As argued by Rainer Mühlhoff and Theresa Willem, ‘Social media advertising for clinical studies: Ethical and data protection implications of online targeting’ (2023) 10 Big Data & Society 1–15.
to train a predictive model in the sense of (2.1), using suitable (machine learning) methods. The training data can also be anonymised data as long as it consists of a pair of ‘auxiliary data’ and ‘target information’ for each individual or incident covered in the training data set (e.g., users’ Facebook likes as auxiliary data, and their explicitly provided information about their sexual identity as target information; actual identifying information about the users can be deleted). The predictive model produced in this first processing step is fundamentally not personal data; it is a calibrated algorithmic routine to estimate the target variable about any individual or incident of which the auxiliary data is, or becomes, available at any time in the future.

We refer to the second data processing step involved in the application of predictive analytics as the inference step. Here, an existing predictive model is applied to a specific individual or incident in order to estimate the target information about that specific case. As a rule, the target individual in this step is known and identifiable (even if they appear as a pseudonymous user on a platform). Auxiliary data collected about the target individual (e.g., tracking data, Facebook likes) is used as case-based input data for this step; the predictive model is applied to this input data to predict target information about the individual. In general, personal and sometimes sensitive information about an identifiable individual is obtained in this second processing step.

The second processing step does not need to follow immediately upon the first and does not need to be conducted by the same entity. In fact, models could be trained by data companies (first step) and then be stored for arbitrary time, distributed to third parties, pushed to end-user devices etc., before an actual inference (second step) is computed from these models.

3. Privacy challenges arising from predictive analytics

3.1. Prediction power as a current manifestation of data power

The privacy threat of predictive analytics arises already in the first data processing step, before (and independent from) any inferences that are actually computed from the model. As a result of the training step, while there has not yet been a specific privacy violation for a specific individual, there is an actor with a predictive model at their disposal who has the ability to estimate certain information about any individual on the basis of auxiliary data. Possession of such a model presents an invasion of anyone’s privacy in
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potentia, that is, an invasion that potentially affects and ‘threatens’ broad strata of society. Therefore, what we call prediction power emerges in the first processing step,\(^{30}\) posing a not yet actualised capacity to perform certain ethically and legally relevant actions.

We argue that the instruments of the GDPR are not sufficient to effectively address the societal and individual risks posed by prediction power, which mostly accumulate in the private sector but which may also arise in public data-processing organisations. A new protection concept is therefore necessary to legally codify and effectively regulate the prediction power of individual actors that arises through data accumulation.

To reach this goal, the present project adopts a concept of privacy and data protection that is not limited to the protection of individual privacy, but which serves to balance informational power asymmetries between society and data-processing organisations. ‘Privacy is indeed about power’, as Ari Ezra Waldman puts it.\(^{31}\) Orienting data protection towards balancing data power has long been debated and occasionally implemented;\(^{32}\) the new contribution of our approach lies in pointing out that prediction power is the most current manifestation of data power.

### 3.2. Combining ethical and legal concepts of privacy

The concepts of privacy and data protection are related but not identical. In legal terms, privacy is one of the protected goods of data protection law. In ethics, on the other hand, privacy is understood as a value and theorised in a variety of different historical and social contexts.\(^{33}\) In contrast to this comprehensive debate, the protection of privacy in data protection law is specifically limited to the processing of personal data.\(^{34}\) At the same time, data

---


\(^{31}\) Interview with Ari Ezra Waldman in Sarah Kardesler, ‘Why are we not building a queer movement around privacy?’ (Ping, 23 December 2021) https://www.pingdigital.de/blog/2021/12/23/why-are-we-not-building-a-queer-movement-around-privacy/2230.


\(^{34}\) David H Flaherty, ‘On the utility of constitutional rights to privacy and data protection’ (1990) 41 Case Western Reserve Law Review 831; Eichenhofer (n 15).
protection is not limited to the protection of privacy; this is reflected, for example, in the European Charter of Fundamental Rights, which understands the right to data protection in its scope of data processing as going beyond the protection of the right to privacy.

‘Privacy’ as it figures in law is not a factual or normatively predefined protected good that is typically wrapped up in a specific area of law. In contrast to institutional guarantees such as property, or factual predefinitions such as the protection of human life, privacy is a social construct. The assessment of whether privacy as a value requires protection must necessarily draw on the assumptions of other disciplines, as it cannot be concluded legally. Therefore, legally standardised forms of privacy protection are particularly open to development and new interdisciplinary insights such as the concept of predictive privacy.

3.3. Ethical and epistemic implications of predictions

In this paper we build on the ‘predictive privacy’ concept as introduced by Mühlhoff. A violation of predictive privacy occurs when personal information about an individual or group is predicted — this could include information that the data subject did not explicitly disclose anywhere or does not even know themself (e.g., the prognosis of a disease). The fact that privacy could be violated by way of prediction, particularly predictions made on the basis of mass data collected from many other individuals, has so far received little attention in politics and the public discourse. For many, it is not part of the moral consciousness around data protection and privacy on the internet, and similarly has received little attention from ethicists and academic circles.

There is the particular problem of the ‘prediction gap’ that forms when algorithmic predictions are translated into (automated) decisions that lead to action. While the output of a predictive model is generally a vector of possible values of the target variable weighted with individual probabilities (e.g., a model that predicts sexual identity from social media data might output something like ‘80% heterosexual’, ‘15% homosexual’…), an automated decision based on such a prediction would imply picking the best
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match from this vector (e.g., the option with the maximum probability weight). The person is then automatically treated as if they already possess this property. This kind of reasoning implies the transformation of a statistical inference, which is always knowledge related to the population as a whole, into a prediction about an individual case (point prediction). This step is not covered by the logics of classical statistics as it corresponds to ‘making a bet’ about the individual.39 This mechanism of betting on the individual and treating them as if they already manifest a certain (in reality, unknown) trait constitutes a limitation of individual autonomy, which is an ethical problem specific to this type of data processing.40

Another specific feature of the ethical problem of predictive privacy is its collective causation. Violations of predictive privacy through predictive analytics are only possible if many individuals disclose the data about themselves necessary to produce the models, combined with a lack of regulation preventing data-processing organisations from using that data to produce predictive models.

This problem of collective enabling is similar to the problem of individual greenhouse gas emissions in the context of climate change: here, too, individual emissions act as societal externalities, i.e., as costs to society that affect everyone and are not priced into the individual cost–benefit considerations of users.41 However, in contrast to the question of whether one should use a high-emission or low-emission means of transport for the good of society, for example, the decision of whether one should use a certain data-based service is framed in the current societal discourse exclusively as an individual decision and cost–benefit consideration, while the potential collective effects in relation to data protection consequences are discursively ignored.

3.4. Predictive privacy as a legally protected interest – in conflict with data protection?

The fact that predictive models can only function by processing a large number of data from different persons is currently not reflected in the law, as seen in the GDPRs limitation to personal data. Inferred data, even from anonymised data, may allow conclusions to be drawn about highly personal characteristics. Limiting the GDPR to the processing of personal data therefore does not consider the collective element of modelling.

40Mühlhoff (n 6).
41Following these lines of thought, the concept of ‘data pollution’, for example, has been proposed, see Omri Ben-Shahar, ‘Data Pollution’ (2019) 11 Journal of Legal Analysis 104.
It is a dilemma of European fundamental rights that collective legal interests are subject to an enforcement deficit, as the example of environmental law explicitly shows. In the field of data protection, technical developments have contributed to undermining the assumption that privacy is fundamentally personal. Consequently, this assumption is no longer being reflected in the practice of data processing. As a result, data protection law has inevitably reached its limits. It should be redesigned to broaden its perspective to include alternative theoretical foundations instead of further overburdening the current subjective approach. Such a redesign should also include questioning whether the collective legal interests described above should be guaranteed by data protection law or whether there are alternative instruments. The legal construction of the right to informational self-determination as an ‘accessorial right’ does not stand in the way of these considerations, but opens the door to collective elements. This is because this accessorial aspect could also refer to new legal rights that have yet to be developed, such as predictive privacy.

The protection of collective legal interests is well-known in the legal system and is, for example, much discussed in criminal and environmental law. We could therefore conclude that not every protection of legal interests has to be directly reflected at the level of fundamental rights. Nor does an individual understanding of fundamental rights prevent the further development of informational self-determination toward collective elements in other respects: some guarantees of freedom, such as freedom of assembly, can only be realised collectively. These assumptions are transferable to data protection law.

3.5. Related concepts in ethical and legal debates

In order to legally define a protected good of predictive privacy, it is helpful to position the legal understanding in relation to the prevailing
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understandings and discussions of individual-subjective, collective and ‘group’ rights, respectively. It is essential to first recognise privacy as a social value in order to derive further rights from it. Democratic societies and the rule of law that guarantee a human-centred protection of legal rights rely heavily on privacy. In terms of individual rights, however, there is no fundamental right to a democratic society. An individual’s right to a democratic society can only arise from the sum of individual rights, which, in interaction with other subjective and objective rights, transform the constitutional principles into legal reality.

3.5.1. Inferential privacy, group privacy and the ‘right to reasonable inferences’

There are various proposals in the philosophical debate to conceptualise ethical problems related to predicted information. We use the concept of predictive privacy to distinguish between them. Loi and Christen have used the term ‘inferential privacy’ to problematise potential privacy violations through predictions. Unlike predictive privacy, however, Loi and Christen do not fully recognise the ethical problem of the ‘prediction gap’ and use their term to capture a privacy violation only if the predicted information is based on logically valid inferences. The same objection applies to Mittelstadt and Wachter’s concept of a Right to Reasonable Inferences. predictive privacy aims to classify even the use of ‘reasonably inferred’ information as ethically and legally questionable and thus presents a stronger claim than the Right to Reasonable Inferences. Similarly, predictive privacy differs from Hildebrandt’s plea for a ‘paradigm shift from data to knowledge protection’ in the face of privacy violations through profiling. In philosophy, knowledge is understood as true and justified belief. However, the violation of predictive privacy does not presuppose a prediction to be valid and thus qualify as knowledge. Therefore, the idea of ‘knowledge protection’ misses the point of predictive privacy. Finally, predictive privacy also differs from the much-discussed concept of ‘group privacy’. This is

49See 3.3 and Mühlhoff (n 6).
52Mühlhoff (n 6).
54Thus argues Mühlhoff (n 28) 4.
because the concept of predictive privacy does not tie ethical and legal concerns to the prerequisite that the invasion of privacy must occur through group-level predictions that affect a certain cohort of individuals identically and synchronously. Predictive modelling poses a new threat to privacy because it makes available a new realm of information — information that was never recorded, but is only predicted about the individuals concerned, effectively betting on the most likely outcome. The danger of abuse for this kind of information is independent of whether the algorithms proceed by virtual grouping of individuals or in some other way.

3.5.2. Legal consequences of group privacy

In terms of group privacy, it has become clear that the collective dimension of privacy consists of several layers: substantive and procedural rights; privacy as a group right, as a right to not be part of a group, as a right of the individual members of the group, or constructed as rights based on group membership both inside and outside the group. So far there is no coherent or consistent framework for group privacy, partly due to a lack of philosophical justification, which may lead to a weakening of fundamental and human rights. The distinction between individual rights and collective or group rights is particularly difficult with regard to privacy protection when it is seen as a social and collective value for society.

According to the group privacy approach, predictive analytics make predictions about individuals based on their group membership and vice versa: assumptions about the group are fed by data from the associated individuals. Group privacy can thus be perceived as an individual right that individuals derive on the basis of their group membership or as a right of the group per se.

The threat to data protection and privacy posed by predictive analytics is therefore only partially addressed by concepts of group privacy. Moreover, the transfer of individual rights to group rights does not prevent people from becoming part of a group in the first place; it is also unclear which characteristics groups must have in order to be able to be holders of rights. The grouping of predictive analytics through exploitation of collective data bases is neither based on information nor on consensus among stakeholders, as members know nothing about each other, and is also highly volatile.

With respect to predictive analytics, group privacy misses the real problem, which is that the privacy of any individual (even a single individual) can be violated by the data of many other individuals. In principle, every

56Johannes Morsink, ‘World War Two and the Universal Declaration’ [1993] 15 HUM 357, 397 (‘It seems, therefore, that the war, which prompted the writing of a Declaration with a set of universal and absolute values, did not provide a philosophy with which to defend that set’).

57Mittelstadt (n 32).
individual is affected, but the cause of the possibility of predictive privacy violation lies in the collective behaviour of many. In particular, the data basis for predictions about a particular individual is not limited to the data of that individual’s own ‘virtual group’, but includes the data of all others, including individuals who are algorithmically distinguished from the particular case. Thus, the collective aspect of the privacy problem at hand is not that the algorithms may proceed with the formation of virtual groups (which does not apply to all predictive algorithms anyway), but that the collective behaviour of users, combined with insufficient regulation of the relevant technology, enables a privacy violation of potentially any individual (and group).

4. Predictive analytics and the GDPR

4.1. Classification of attacks within the context of data protection

A violation of predictive privacy occurs when personal information about an individual or group is predicted. Privacy violations through predictions constitute a comparatively less debated attack vector in privacy that is qualitatively different from other, more familiar types of attack, including intrusion and re-identification. Unlike intrusive forms of privacy violation (hacking, breaking through encryption and security barriers, stealing data), where the target information is forcefully obtained, in the case of predictive privacy violations, obtaining the target information is not a process that breaks through manifest barriers. This is a feature that is shared between predictive violations of privacy and re-identification attacks. In comparison to re-identification attacks, however, predictive violations of privacy differ in two important ethical and legal aspects:

1. Predictive attacks potentially affect data subjects who are not themselves included in the training data on which the predictive model is based;
2. Predictive attacks allow information to be estimated which the affected data subjects themselves never disclosed (because ‘more sensitive’ data are here derived from seemingly less ‘sensitive’ data).

We call this the dual escalation structure of predictive attacks. In comparison, re-identification attacks produce (1) only data about individuals included in the anonymised published dataset and (2) only data fields explicitly collected about those individuals. Predictive models, on the other hand, can (1) be applied to any third party individuals as soon as auxiliary data (input for the predictive model, e.g., usage data on a social media platform)

58See also Mühlhoff and Ruschemeier (n 11).
is known about them, and (2) estimate information that the individuals concerned have never provided to any third party or that they themselves may not know (e.g., disease predictions).\(^{59}\) Another specific feature of predictive attacks is that they are typically scatter attacks that are potentially and simultaneously applied to many individuals (e.g., all users of a social media platform) by automated routines; this method is therefore not limited to targeted individual attacks on specific data subjects. For instance, as soon as a sufficient number of users of a large social media platform have explicitly stated in their profile that they smoke, the platform is able to train a predictive model that allows nicotine consumption to be estimated on the basis of usage data on the platform. This predictive model can then be automatically applied to all platform users, so that the platform is able to offer this information, which the majority of users have not actually provided, as a possible targeting criterion for advertisers.

### 4.2. Two processing steps: legal implications

It is generally plausible to assume that most predictive models are trained on anonymised mass data in order to circumvent application of the GDPR. As the scope of the GDPR requires the processing of personal data, it does not apply to the first processing step (training of a predictive mode) if the information used in this step does not have a personal reference. Nor does the GDPR need to be applied to the trained model itself as the product of the first processing step, because statistical or aggregated data do not have a personal reference to an individual (even if they only refer to a group of persons).\(^{60}\)

While in theory, the GDPR may not apply provided that the data is anonymised, it is well known that in practice, even anonymised data sets bear the risk that individuals can be reidentified.\(^{61}\) Given this blurred state of ‘anonymity’ of an individual in a data set, it is unclear how to exactly define the normative threshold for personal data in the context of predictive analytics.\(^{62}\) If one assumes a low barrier, the majority of predictive models are likely to fall under the GDPR. This is especially true if one uses the persuasive three-element model put forward by the Article-29-Working Party.\(^{63}\)
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this argument, personal data is identified as being one of three elements: content, purpose, or result. Irrespective of the purpose or result, a reference to a person can thus also be drawn from data that is derived from third parties, but refers to an individualised person.⁶⁴

While the applicability of the GDPR to the first processing step may be disputed, when it comes to the second step (inference), the case is clear: If a predictive model is used to derive specific predictions about an individual case, this amounts to the processing of personal data and thus falls within the scope of the GDPR.

However, we argue that it is insufficient if the data protection mechanisms of the GDPR apply only with regards to the second step as this does not reflect how the first step (model creation) is already relevant to privacy — although this first step makes use of collective data. The first step is not captured by the concept of personal data and personal reference because model creation relies on the data of arbitrary third parties, not necessarily the data subject itself. There is therefore no ‘data subject’ in the sense of the GDPR referenced in model creation (training). The application of the model (inference) does affect an individual data subject if the inference is personal data, but the scope of affected persons in general is broader than the definition of ‘data subjects’, as the impact through training and validation goes beyond the individual application of the model.

### 4.3. Verifiability is not a condition of personal data

The verifiability of information has no influence on whether it qualifies as personal data. The argument that unverifiable information cannot be qualified as personal data assumes that the data subject’s right of rectification provided by Art. 16 GDPR would not apply to unverifiable inferences,⁶⁵ and thus that the entire scope of application of the GDPR would similarly not be granted. This is a systematic fallacy; the rights of data subjects presuppose the application GDPR and not the reverse.

Regarding inferred data, it is argued that inferences are to be qualified as probability statements and thus cannot be verified, ergo they cannot be qualified as personal data. Indeed, this is true if only the material content of the prediction is considered, e.g., that person A will buy a house or commit a crime in the near future. Given the way the predictive model works technically, however, the purpose of the data processing cannot be the accuracy of the statement (output of the model) itself, but rather the efficient prediction. If this is taken as a basis, the right to rectification
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cannot refer to the prediction result in the case of inferred data, but only to the statistical methodology. This clearly shows that there is a gap in legal protection with regard to the results of predictive models, which the Right to Reasonable Inferences (RRI) proposed by Wachter and Mittelstadt is intended to close.66

On the other hand, the specifically collective effects of predictive models illustrate the difference from the RRI67 which addresses the matter of protecting the representation of the individual through inferred data (Right on How to Be Seen). The collective element of predictive data analytics is not grasped by new individually oriented legal rights such as the RRI. Nevertheless, the concepts of predictive privacy and collective approaches to data protection pursue the same goals as the RRI, which is to open a dialogue with data subjects and society about which processing practices are normatively acceptable.68 However, individual rights necessarily encounter their limits when it comes to supra-individual effects; this thus requires a fundamentally different orientation, not least to compensate for structural asymmetries of power. The idea of collective elements of data protection may be mutually complementary with the concept of an RRI.

Unverifiable information can also have a significant impact on data subjects, as they cannot control how corresponding inferences are interpreted by data processors or third parties. The ECJ is interpreted as not seeing it as the purpose of data protection to guarantee correct decisions.69 This is persuasive with regard to administrative procedures in the public sphere, where other mechanisms exist that ensure the correctness of the decision (legal protection, legal obligation of the administration, procedural rules based on the rule of law). The protective intent can only point in the direction that data protection law does not apply to inferred data if there are other contextual safeguards with regard to the rights of the data subjects. However, it does not necessarily follow that data protection cannot provide a remedy against misrepresentation if other safeguards are not available and the matter solely addresses the analysis of data for the purpose of producing the predictive model.

66Wachter and Mittelstadt (n 51).
67Ibid.
68Ibid, 1,92.
69This raises the question of which data subject rights are relevant de lege lata in predictive analytics and how effectively they protect against collective and individual interference. As already explained, the first step of building the predictive model (see 2.3 and 4.2) is not covered by the GDPR if it does not involve personal data, if the data is anonymised or cannot be attributed to the individuals whose information is processed: Wachter and Mittelstadt (n 51) 58.
5. Anonymisation and rights of the data subject in the context of predictive analytics

These conclusions raise the question of which rights of the data subject apply de lege lata against predictive analytics and how effectively they protect against collective and individual interference. As already explained, the first step of building a predictive model (see 2.3) is not covered by the GDPR where processing involves non-personal data, anonymised data, or data that cannot be attributed to specific individuals.70 The GDPR also does not provide any measures against the use of personal data to make predictions about third parties; the understanding of data subjects’ rights is always limited to their own data. Prerequisite for data subjects’ rights is the existence of personal data, their allocation to an individual person, and the respective factual legal conditions of the subjective right.

5.1. Does anonymisation require a legal basis under the GDPR?

Considering the anonymisation of data, which might be involved in the creation of a predictive model, as a distinguished processing step which would then be subject to justification under Art. 6 GDPR does not solve the problem of collective data exploitation. First, it is unclear to which extent absolute and relative anonymisation techniques can provide sufficient protection against de-identification in big data analyses.71 Rather, how well anonymisation in the context of predictive analysis can protect against the privacy risk posed by privacy attacks become irrelevant, because prediction is not based on re-identification and may even target individuals who are not even included in the anonymised data set.

Second, and even worse: the communication strategies of large platform companies promise anonymisation and are implemented as a means of obtaining consent for the processing and analysis of users’ personal data ‘for statistical purposes’, because users see their data protection and privacy needs as satisfied by the protection of their own anonymity. In the context of predictive privacy, this communication strategy is counterproductive, because the training of predictive models may occur on the basis of anonymised data; it is the promise of anonymisation that enables the production of prediction models.

---


From a legal perspective, the GDPR itself does not define anonymisation — which is not surprising at first, since anonymous data prima facie do not fall within the scope of the regulation. It is disputed whether the anonymisation of data is a form of data processing that requires legal justification and is thus subject to consent as required by Art. 6 (1) of the GDPR. The right to data protection should not be affected by anonymisation, if there is no longer any personal data to protect. Even if one assumes that anonymisation requires consent under the GDPR, this reasoning focuses on the fact that individuals have an interest in maintaining their personal data within the current and original context of data processing. Predictive privacy however, focuses on preventing illegitimate secondary data use. Predictive analytics in particular shows that processes can use anonymised data in various ways. The problem is not the process of anonymisation itself, but the subsequent use of the anonymised data for modelling. This secondary information processing is not covered by the GDPR in any way.

5.2. Rights of the data subject

The rights of the data subject under the GDPR are not able to solve the described problems and risks of predictive analytics. Even if the right of access provided by Art. 15 GDPR should apply and subsequently enable the deletion of one’s own data, the follow-up question arises as to how many data subjects would have to exercise their right to deletion of their data in order to disable the predictive model. The same applies to the transparency obligations in Art. 13 and 14 GDPR; the information that one’s own data is used to make predictions about others is not covered by the protective purpose of the norm, and is understood to be strictly individual. Consequently, the right to rectification only relates to the methodology of the prediction.

According to the predominant understanding, Art. 22 (1) GDPR prohibits fully automated decisions. This narrow understanding of the wording

---

72Article 29 Working Party, Opinion 05/2014 on Anonymisation Techniques (WP 216) 0829/14/EN, p. 5 subsumes anonymisation under ‘further processing’ of personal data. Schreurs/Hildebrandt/Kindt/Vanfleteren in Hildebrandt and Gutwirth (eds) (n 3) 249, 252 argue that rendering data anonymous does fit the definition of data processing under the GDPR and argue for a right to be informed about the anonymisation and a right to object that must be unconditional in the case of processing for indirect marketing purposes. UK Court of Appeal, R v Department of Health, para. 799 did not acknowledge anonymisation as a part of processing under the UK Data Protection Act 1998.

73Against the requirement of a legal basis for anonymisation with considerable arguments: Gregor Thüsing and Sebastian Rombye, ‘Anonymisierung an sich ist keine rechtfertigungsbedürftige Datenverarbeitung. (2021) ZD 548, 549.

74Instead of all: Gabriela Zanfir-Fortuna, ‘Art. 13 Information to be provided where personal data are collected from the data subject’ in Christopher Kuner et al. Laura Drechsler (eds), The EU General Data Protection Regulation (GDPR) (Oxford University Press 2020), 413, 415.

‘decision based solely on automated processing’ implies that this provision, originally intended as an ‘AI provision’, holds minimal practical relevance. Installing a pro forma human in the loop who merely confirms the output of the system makes it easy to circumvent the provision since the decision is no longer fully automated, instead the system is deemed to act in a decision-support capacity. Nevertheless, the measures required by Art. 22 (3) GDPR are one of the few provisions that refer to the result and not the procedure of data processing. As procedural rights of data subjects, the provision at least guarantees the right to request the intervention of a person, the right to present one’s own point of view, and the right to contest the decision. However, these rights again only refer to fully automated decisions regarding the respective data subject and not to the collective data evaluation prior to the production of a predictive model. At this level, similar impairments within the meaning of Art. 22 (1) GDPR are difficult to determine; under the prevailing understanding, they are only likely to have legal effect in very few cases.

5.3. Distinction between metadata and inferences, Art. 9 GDPR

In terms of legal doctrine, the crucial blind spot of the GDPR stems not only from its limited application to individual, personal data, but to its neglect of the method of creating this data, which in the case of predictive models can logically only occur through interaction and comparison with the data of other persons. Such a distinction between the acquisition and processing of information is only made to a limited extent in the systematics of the GDPR, for example, when Art. 9 GDPR differentiates between input data and metadata as well as the result of the data processing and thus pursues a risk-based regulatory approach.

Art. 9 (1) of the GDPR distinguishes two different prohibitions: Paragraph 1, first sentence, prohibits the processing of personal data from which certain sensitive categories of data, such as ethnic origin, can be inferred. The prohibition thus concerns the input data, which in turn do not have to be identical to the data of the processing result.

The process of inferring implies that sensitive data does not necessarily exist as part of the source data but potentially emerges in the course of data processing. This approach is taken to mitigate the risk associated with the possibility of inferring conclusions from general data that may also be considered sensitive data within the meaning of Art. 9 (1), first sentence of the GDPR. The specific differentiation in Art. 9 (1) is the
only reference in the GDPR to derived data. However, the distinction between source data and inferred data is not reflected in the broader protection regime and in particular, not in the rights of data subjects.

The second sentence of Art. 9 (1) GDPR prohibits the processing of certain sensitive data *per se*, e.g., biometric data, in terms of content; this means that only *potentially* sensitive data (like the categories listed in Art. 9 (1) (1)), which has been inferred from general data, is *not* addressed. The exact interpretation of the provision is disputed, but the protective purpose is not determined by whether the content of the classification is correct with regard to the data subject.

Simultaneously, the regulatory concept of Art. 9 (1) GDPR reveals considerable difficulties with the distinction between the different categories of data which underscores that the GDPR *de lege lata* is not able to address the complexities associated with big data. One reason is that it is now potentially possible to infer sensitive information from almost any data, especially if one includes the boundless category of political opinions, c.f. Art. 9 (1) GDPR. Additionally, the fact that the data processor must be able to differentiate between general and sensitive data in the first place means the categorical distinction between sensitive and non-sensitive data in the GDPR is thus invalid, the special protection becomes obsolete.

It is disputed which criteria may be considered for the distinction between general and sensitive data. The intention of the data processing is discussed as a potential criterion for differentiating between sensitive and non-sensitive data, i.e., in the case of context-related information, there should be an intention to evaluate, which in turn can produce sensitive data. Yet, if the intention is not clearly indicated by the objective circumstances of the data processing, the subjective element of the processor will not be verifiable in

---

78Ludmila Georgieva and Christopher Kuner, ‘Art. 9 Processing of special categories of personal data’ in Christopher Kuner et al. (eds), The EU General Data Protection Regulation (GDPR) (Oxford University Press 2020), 370, 371.

79ECJ Case C-465/00 Österreichischer Rundfunk and Others [2003] (ECLI:EU:C:2003:294), Rechnungshof, para. 75, stating ‘To establish the existence of such an interference, it does not matter whether the information communicated is of a sensitive character or whether the persons concerned have been inconvenienced in any way’.

80On the question whether inferences can be sensitive personal data: Wachter and Mittelstadt (n 51) 1, 70.

practice; there are also no normative indications for such an interpretation in Art. 9 (1) GDPR.\textsuperscript{82}

Some argue that in case of doubt, the full scope of Art. 9 GDPR should not be applied.\textsuperscript{83} This is not persuasive, as there are no normative indications for a fundamentally narrow interpretation. According to the internal systematics of the provision, the broad exemption rules of Art. 9 (2) GDPR instead support an equally broad understanding of the scope of application of Art. 9 (1).\textsuperscript{84} Others argue from a supposed objective perspective, according to which there must be a significant probability or sufficient certainty in order to be able to derive sensitive data from the source data.\textsuperscript{85} According to another view, only the specific processing context and the processing purpose should be taken into account, i.e., the specific processing executed.\textsuperscript{86}

This line of argumentation shifts the scope of application of Art. 9 GDPR in terms of its temporal scope: if it is important that source data are actually used for inferring sensitive data, it may only be determined during the processing of the data itself. If one follows this line of reasoning, the mere possibility that sensitive data may be inferred from general data becomes irrelevant. It remains unclear whether this specific reasoning could still be applicable to data processing via predictive analytics. This is because, in such instances, the data processing interlinks a range of information, rendering the majority of the personal data processed theoretically usable as source data for inferring sensitive data. The case of predictive analytics argues for a focus on the specific processing context to determine whether the appropriateness and probability of use is sufficient. Yet, in the context of big data, these requirements will probably always be considered fulfilled in light of the technical mode of operation by which the processing occurs.

The regulatory approach of Art. 9 GDPR, which distinguishes between general data, e.g., the creation of the model, and inference, e.g., the results of the model when it is applied to a single case, can be transferred to predictive models in terms of the protective purpose of the norm: the metadata used as part of the collective data evaluation during the creation of the predictive model form the basis for individual-related inferences. The non-sensitive source or proxy data, from which the sensitive data within the meaning

\textsuperscript{82}Petri (n 81), marg. no. 12.


\textsuperscript{85}Advocate General ECJ (Fn. 62) Par. 38; Marion Albers and Raoul-Darius Veit, ‘Art. 9 DS-GVO’ in Stefan Brink Heinrich A Wolff (eds), Beck’scher Online-Kommentar Datenschutzrecht (42. ed. C. H. Beck) marg. no. 21 f.; Petri (n 81) marg. no. 12; Alexander Schiff, ‘Art. 9 DS-GVO’ in Eugen Ehmann Martin Selmayr (eds), Datenschutz-Grundverordnung: Kommentar (2nd ed C. H. Beck 2018) marg. no. 13; Christian Bergauer, ‘Personenbezogene Daten, Begriff und Kategorien’ in Rainer Knyrim (ed), Datenschutz-Grundverordnung (2016) 43, 60.

\textsuperscript{86}Matejek and Mäusezahl (n 81) 551, 553.
of Art. 9 (1) GDPR can emerge, correspond to collective data analysis when transferred to predictive models. However, both can result in derivations that concern individuals or fall into the category of sensitive data.

This collective dimension means consent can never be a viable basis for corresponding predictive decisions, since the individual person can only consent for themselves and not for all other data subjects. A prohibition of the further processing of the data should arise from predictive analytics and the model output, even if data subjects have consented to it. This is because the predictive model output can only arise from collective data analysis. As the case of Meta illustrates, this model output is generated based on predictions about users who have not explicitly consented to the processing of their data, or even from the data of non-users. Therefore, in practice, the category of ‘data subjects’ in the sense of data protection goes far beyond the scope set out in the GDPR. However, the way predictive analytics works means that there can be no real differentiation between source data and potentially particularly sensitive data if everything can in principle be derived from large data sets.

The difficulty inherent in differentiating between data covered by Art. 9 (1) GDPR and that which is not has reached the ECJ, which addressed this prominent issue in August 2022. Following a request for a preliminary ruling by the Administrative Court of Vilnius, the ECJ qualified name-specific data relating to the partner of an applicant for a position within the public administration which had to be revealed during the application process as sensitive data under Art. 9 (1) GDPR. The Court decided that the name of a spouse, partner or cohabitee has the potential to reveal the sexual orientation of the applicant. Furthermore, the court set only low requirements for ‘revealing’ sensitive data: accordingly, an ‘intellectual operation involving comparison or deduction’ is a sufficient condition for extending the special regime of protection envisaged for the protection of sensitive data to personal data, which are not inherently sensitive. However, as this judgement did not relate directly to predictive analytics or big data, the distinction remains unclear. The ECJ dismissed the purpose-based limitation which relies on the intention of the data processor in favour of a contextual approach, without explicitly specifying the criteria for identifying potentially sensitive personal data. The decision also does not clarify whether this interpretation can be applied to other contexts, especially outside the state sphere, e.g., to big data analyses by private companies.

Emőke-Ágnes Horvát et al, ‘One plus one makes three (for social networks)’ (2012) 7 PloS one e34740; which also clearly contradicts the principle of confidentiality and transparency, Art. 5 (1) a, f GDPR.


Ibid, par. 119.

Ibid, par. 120.
6. Jurisprudence on inferred data and predictive analytics

6.1. ECJ and inferred data

Predictive models produce inferred data, they generate predictions about individuals (data subjects), cases, or events. Regardless of whether the process of creating these models is covered by the GDPR, there is a discussion about whether and to what extent the protective effect applies to inferred data. This would require that inferred data are to be classified as personal data.

The case law of the ECJ is somewhat reticent on these questions, although reference is made elsewhere that the ECJ has commented on the qualification of inferred data. As part of a preliminary ruling, the court was asked to decide on whether abstract legal assessments made in connection with a person, i.e., the ‘conclusions’ of the data processing itself, qualified as personal data. The ECJ ruled that the legal analysis qualified as a process and thus not as personal data. On the other hand, the facts underlying these conclusions were qualified as personal data because they were individually related to the person. This differentiation, between the process of legal analysis and the underlying personal information of the decision, is sensible. That said, no conclusions can be drawn from this decision as to whether the court qualifies inferred data as personal data.

In its reasoning, the court referred only to the context of the inferred data, not its structural properties. In this case, the ‘legal analysis’ in question was part of the administrative procedure for granting a residence permit, involving the preparation of the facts and legal assessment by the competent authority for the purpose of preparing a final decision; a process specifically covered by the procedures of the right to information under Art. 15 GDPR.

The ECJ’s reasoning on the protective purpose of the GDPR in the specific situation of administrative procedures was clear: the right of access is intended to enable data subjects to demand the correction, deletion, or blocking of data. However, this right cannot relate to the legal analysis of the public authority, because this analysis is based on the administration’s (legally required) application of the law and not on the protection of personal

91Wachter and Mittelstadt (n 51), 1; 47 assume limited protection for derived data.
92Ibid, 1, 29.
94The initial impetus for the procedure was the change in the administrative practice of no longer providing the data subjects with the legal analysis upon simple request, but instead a summary of the personal data contained and processed and the bodies that dealt with it, see ECJ Case C–141/12 and C–372/12 (ECLI:EU:C:2014:2081).
95ECJ (n. 93), marg. no. 45.
data. Indirectly, this is also a question of the separation of powers; an authority’s interpretation of the law may be reviewed within the framework of an appeal procedure but not by the exercise of an individual’s right to information. Thus, the case cannot provide for the conclusion of a general statement on the qualification of derived data.

This also applies to the Nowak case\(^96\) in this context. The case concerned an examinee’s right to information regarding the script of a failed admission examination. The ECJ classified the examiners’ comments as personal data, since they constituted information about the examinee themselves, which also includes opinions and assessments.\(^97\) Although the court rejected the application of the right of rectification,\(^98\) this does not imply reduced protection for inferred data, because the reasoning was again not system-based, but purpose-oriented and contextual. In the case of examination performance, it is logically contrary to the purpose of the data processing — and the examination itself — if answers can be corrected later. Therefore, this decision does not reduce the protective effect of the GDPR for inferred data which qualify as personal data. However, this only applies to the individual components of identifiable data subjects.

The rulings of the Austrian Federal Administrative Court and the Supreme Court that information on probability statements about certain affinities of a person can be considered personal data within the meaning of the GDPR, also follow this line of reasoning.\(^99\) Before the GDPR came into force in Austria, the right to information under Section 32 of the GDPR 2000 could only be asserted by the data protection authority and not by the data subjects, but this exclusive competence can no longer apply against the background of Art. 15 of the GDPR.

The Administrative Court clearly ruled that the processing of personal data from which party affinities are derived as well as probability values constitutes personal data.\(^100\) The methodology and the result are persuasive, as the court relied on the coherently developed characteristics put forward by the Article 29 Data Protection Working Party for defining personal data: content — purpose — effect.\(^101\) The comparison with official statistics was also an interesting element of the decision: according to the court, no connection between an individual’s socio-demographic data and their interest in certain parties was established; instead, the assessment of party affinity related to avoiding scatter losses in advertising, thus

---

\(^96\)ECJ Case C-434/16 Nowak [2017] (ECLI:EU:C:2017:994).

\(^97\)ECJ (n. 93), marg. no. 34.

\(^98\)At that time still Art. 12 b RL 95/46 before the entry into force of the GDPR, ECJ (n. 93), marg. no. 52.


\(^100\)BVwGÖ (n. 98), marg. no. 55 ff.

\(^101\)BVwGÖ (n. 98), marg. no. 60 ff.
required a link to individuals to achieve its purpose. The Administrative Court specifically did not conclude from the inapplicability of Art. 16 GDPR that probability statements are excluded from the entire scope of the GDPR. A view to the contrary is systematically unconvincing and, moreover, factually inaccurate: the purpose of data processing is not the correctness of the assignment, but solely its methodologically substantiated assessment.

Probability predictions as inferred data of predictive models thus fall within the scope of the GDPR. However, this does not sufficiently consider the collective dimension of modelling, as data protection rights and the GDPR as a whole only refer to the data of the individual person and not to their effects on third parties.

### 6.2. The Meta-case

In its recent ruling, the ECJ identified several noteworthy conclusions, in particular confirming competition law as an effective enforcement tool for data protection law. The decision confirms many of the arguments made in the literature against the risks of predictive analytics, but does not solve the fundamental problems.

The Court made a passing reference to the problems of distinguishing between the different categories of personal data raised here, acknowledging that it was no longer factually possible to do so. The ECJ also rightly assumes that for the special categories of personal data it does not matter whether the information is correct or not. The scope of Art. 9 (1) GDPR is interpreted broadly, which, in combination with the assumption that special categories of personal data also exist in a mixed data set (‘infection effect’), leads to the conclusion that the processing of large data sets cannot in fact be designed in a legally compliant manner. This is because the ECJ relies on consent here and assumes that it is not already excluded due to Meta’s dominant market position (para 140 et seq.) As a result, this is understandable, as the problems of consent in the digital context are not only fed by the dominant market position of processors, but above all by the sheer flood of information. These circumstances continue to make consent problematic. The ECJ’s comments on the processing basis of the legitimate interest, Art. 6 (1) (f) GDPR, are convincing: the presumption of legitimate interest requires a balancing of interests between data subjects.

---

102BVwGÖ (n. 98), marg. no. 65.
103BVwGÖ (n. 98), marg. no. 71.
105ECJ C-252/21, par. 89.
106Ibid, par. 69.
107Ruschemeier (n 12).
and processors, considering structural violations of the GDPR, the dispersion of processing in terms of data and data subjects, as well as the exploitation of collectively generated data bases.

With regard to the dangers of predictive analytics, the ECJ moves along the lines of the GDPR and unsurprisingly does not fundamentally question it. However, its comments clearly show the limits of data protection. The court understood the Metas business model precisely and stated this very clearly:

Furthermore, the processing at issue in the main proceedings is particularly extensive since it relates to potentially unlimited data and has a significant impact on the users, a large part — if not almost all — of whose online activities are monitored by Meta, which may give rise to the feeling that their private life is being continuously monitored (para. 118).

This decision explicitly acknowledges the problem of power asymmetry raised here, and the challenges of prediction and collectivity remain. Finally, the ruling explicitly recognises that data is power. Its impact will nevertheless remain limited for the time being, and the referring court will have to decide anew, considering the questions referred. So far, only the German competition authorities have dared to act against Meta to this extent.

7. Predictive analytics and the Digital Services Act (DSA) and Digital Markets Act (DMA)

7.1. DSA

The problems addressed in this paper are not sufficiently solved by the new European legislation on digitalisation. From the outset, it must be noted that the DSA is intended to regulate systemic risks and therefore would be well suited to address the kind of collective data exploitation and manifestations of data power described in this paper. The DSA does not, however, include very substantive provisions to protect privacy or other fundamental rights against the very specific threats arising in the context of aggregate data

108The Data Governance Act (Regulation on European Data Governance COM(2020) 767 final), the Directive on Copyright and Related Rights in the Digital Single Market (Directive 2019/790) and the drafts for the Data Act (proposal on harmonised rules on fair access to and use of data, procedure 2022/0047/COD), the Artificial Intelligence Act (Regulation laying down harmonised rules on Artificial Intelligence, procedure 2021/0106/COD), the Regulation on the European Health Data Space (procedure 2022/0140/COD) are not included in this analysis, as their impact on predictive analytics is of secondary importance or not yet foreseeable.

usually collected by digital platforms. Data protection and privacy are mentioned (Art. 28 (1), 38 (1b), 46 (2)), but are not at the centre of the regulatory intention of the DSA.\textsuperscript{110} Art. 2 (4) (g)) states that generally the DSA should be without prejudice to other acts of Union Law, including the GDPR. But the devil is in the details: although Art. 25 (1) DSA contains useful prohibitions against manipulation, deception, and preventing individuals from making free and informed decisions, Art. 25 (2) then excludes these prohibitions from application to practices within the scope\textsuperscript{111} of the GDPR, and thus to all the consent-based data processing operations that facilitate data aggregation and predictive analytics as discussed in this paper.

The regulatory regime of the DSA is not sufficiently rooted in the theoretical foundations of the socio-technological ecosystems of the internet, nor in the individual and collective rights of the users most affected by the social inequality and new power hierarchies resulting from societal threats posed by platform business models. As a mainly procedural framework,\textsuperscript{112} the DSA delegates too much of the power to define the substantive rules and criteria (When is content illegal, offensive, racist? What constitutes hate speech, fake news, etc? When are the limits of free speech violated?) to the self-regulation of the large internet platforms and search engines. Neither does the DSA provide legal tools to those affected.\textsuperscript{113} Furthermore, the DSA is extremely focussed on user-generated content, rather than addressing the systemic questions behind the problematic developments of the internet, e.g., why Fake News and other malicious content can be spread digitally with such ease, and what role design, moderation, economic interests, and concentrations of power of platform operators play. Although the criteria of systemic risks (c.f. Art. 34 DSA) go beyond the individual affected, the broad obligations of the very large online platforms to conquer these systemic risks give them more power to self-regulate with seemingly only marginal opportunities for external intervention by public authorities, civic bodies, or affected communities.\textsuperscript{114} The most significant shortcoming of the DSA is not recognising the platforms’ own business model based on aggressive data extraction as a systemic risk.\textsuperscript{115}

\textsuperscript{110}Recitals 71 and 103 mention the protection of privacy with regards to the protection of minors and the voluntary codes of conduct.
\textsuperscript{111}Art. 25 (2) DSA also excludes practices under the Unfair Commercial Practices Directive (2055/29/EC).
\textsuperscript{112}Therefore, the DSA is not the ‘new constitution’ of the internet as discussed in <https://en.alexandrageese.eu/video/europe-calling-dsa-deal/> accessed 12 December 2022.
\textsuperscript{114}Ibid, 51.
\textsuperscript{115}On this in detail: Hannah Ruschemeier, Art. 34 DSA in Spindler et al. (eds.) Recht der elektronischen Medien (5th ed) (CH. Beck 2024, forthcoming).
Many digital platforms use business models that leverage predictive analytics, relying on the invalid legal basis of user consent\textsuperscript{116} to facilitate data collection and aggregation. These malicious business practices are barely addressed by the DSA. While the DSA prohibits the manipulation and deception of users (Art. 25 (1) DSA\textsuperscript{117}), this provision is insufficient in at least three ways in face of the substantive threats debated in this paper. First, while the DSA does address platforms as actors in the relevant norms, it seems unclear in what way the requirements, e.g., of Art. 25 DSA, also apply to the content and services embedded in the platform’s website, like, e.g., Google Ads. Secondly, it seems unclear in what way these provisions also hold in relation to non-users (that is, persons who are not registered on the platform but still have their data processed, e.g., as members of contact lists, entries in phone books etc.). Thirdly, the provisions related to advertising and recommender systems, Art. 26, 27 DSA are procedural norms of transparency and do not establish any rights of users or prohibitions concerning secondary use of aggregate data.

At first sight, individual provisions of the DSA might even seem to be stricter than the GDPR: Art. 26 (3) prohibits ‘advertisements to recipients of the service based on profiling\textsuperscript{118} using ‘special categories of personal data’.\textsuperscript{119} As a result, the exceptions of Art. 9 (2) GDPR do not apply, that is, the consent of the data subject cannot override the Art. 26 (3) prohibition. However, the prohibitions in Art. 26 (3) are limited in their scope since they apply only to advertisements shown to the users of digital services that qualify as online platforms under the DSA. The same online platforms are not hindered by the DSA from providing targeted advertising based on profiling to other websites, apps, and services that do not qualify as a ‘platform’ under the DSA.\textsuperscript{120} This means in particular that the DSA does not prevent the training and production of predictive or profiling models from

\textsuperscript{116}97\% of the 75 most popular websites use ‘dark patterns’, manipulating users into consenting to the processing of their personal data: https://open-evidence.com/2022/06/10/behavioural-study-on-unfair-commercial-practices-in-the-digital-environment-dark-patterns-and-manipulative-personalization/ (accessed 12 December 2022); Karen Yeung, ‘Hypernudge: Big Data as a mode of regulation by design’ (2017) 20 Information, Communication & Society 118 describes these ‘hypernudges’ as the biggest threat for fundamental rights by big data; on the question why consent is often invalid in digital environments: Hannah Rusche-meier, ‘Privacy als Paradox?’ in Michael Friedewald Alexander Roßnegel (eds), Künstliche Intelligenz, Demokratie und Privatheit (Nomos 2022).

\textsuperscript{117}Which prohibits actions that ‘deceive or manipulate the recipients of their service or in a way that otherwise materially distorts or impairs the ability of the recipients of their service to make free and informed decisions’.

\textsuperscript{118}As defined by the GDPR. According to Art. 4 GDPR ‘profiling’ means any form of automated processing of personal data consisting of the use of personal data to evaluate certain personal aspects relating to a natural person, in particular to analyse or predict aspects concerning that natural person’s performance at work, economic situation, health, personal preferences, interests, reliability, behaviour, location or movements.

\textsuperscript{119}Referred to in Art. 9 (1) GDPR.

\textsuperscript{120}For very large online platforms, Art. 39 DSA requires additional online advertising transparency rules, but no substantive provisions.
the data of platforms, but only prohibits their utilisation in certain contexts. Neither does the DSA cover the privacy risks associated with large language models, as those models and their applications do typically not meet the criteria of a platform.121

When it comes to the exploitation of collective data, the distinction in Art. 9 (1) GDPR between general data and sensitive data is obsolete from our point of view. In recent case law, the CJEU has interpreted Art. 9 (1) very broadly,122 rendering the difference between general data and sensitive data unmanageable in practice when it comes to big data. Nevertheless, the DSA adopts this distinction by directly referring to Art. 9 (1) GDPR in Art. 26 (3).

This problem is more effectively solved by the stricter provision of Art. 28 (2) DSA. This norm is a step in the right direction and explicit recognition of the problems of targeted advertising. According to this prohibition, platform providers shall not display any advertising on their interface that is based on profiling pursuant to Art. 4 (4) GDPR using personal data when they are aware that the recipient of the service is a minor. It is not clear whether the prohibition of Art. 28 (2) DSA also has a broader scope than Art. 26 (3) DSA since Art. 28 refers to ‘online interfaces’, whereas Art. 26 (3) DSA addresses the ‘presentation to recipients of the service’ which could be the platform itself or the online interface.

Overall, the DSA fails to address data power as an all-encompassing principle of the social and economic dominance held by digital service platforms. The DSA addresses this problem implicitly at best, by partially sanctioning some of data power’s effects.

7.2. DMA

The DMA aims to protect competition in the digital economy in the Union and is thus a response to the structural characteristics of digital markets and the market power of some platforms operating in these markets, as well as to the limited impact of competition law in this area. Thus, the excessive economic power of a few gatekeepers, cf. Art. 3 DMA, leads to significant imbalances in bargaining power, which is why market processes in the digital economy often fail to ensure fair outcomes. It remains to be seen whether the ECJ will continue to develop its jurisprudence on the interaction between competition and data protection law. Enforcement of the DMA is the sole responsibility of the Commission, Art. 20 f. DMA, with initiatives by national competition authorities taking precedence.
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Commission will use the DMA to crack down on data power, even if it does not affect competitors, is an open question. In any event, the Commission has provisionally concluded that Meta has imposed unfair trading conditions on competing online classifieds services. Should this approach be pursued further, the DMA could prove to be a very effective tool to enforce data protection law.

As the business models of the very large online platforms are based on the systematic exploitation of collective databases, it may be difficult to reconcile the role of the European Commission with the policy decisions or legislative proposals made by the same institution in the area of data protection law or other related areas. For example, in the area of data transfers to third countries, in particular to the US, there is an overlap between different policy objectives of the Commission: on the one hand, the promotion of international trade and the strengthening of the Union as a business location and, on the other hand, the protection of the fundamental rights of Union citizens, as repeatedly demanded by the ECJ. Similar conflicts are conceivable in the area of supervision of the very large online platforms.

8. Conclusion

Predictive analytics is ubiquitous, but the collective impact of predictive analytics is rarely the subject of debate. This is partly because the impact is less obvious, as the workings of predictive models are opaque and technically complex. As we have shown, neither the individual regulatory framework of the GDPR nor the DSA are adequately equipped to address the risks of predictive analytics with respect to the collective dimensions of data exploitation. We employed the concept of prediction power to name the specific manifestation of data power in the context of predictive analytics. We discussed how prediction power leads to new regulatory questions insofar as the analytic models that specifically threaten privacy can only be deployed by a limited number of identifiable institutions, predominantly private companies and, to a certain extent, state actors. The need for protection of predictive privacy begins where prediction power starts to emerge (step of model creation), and not only in the manifest exercise of this power in individual cases (inference step). We proposed a conceptual, ethical, and legal framework on the issues of predictive analytics and privacy to enable researchers and policy makers to collectively impact the debate on the regulation of digital technologies.

We also argued that collective elements of privacy and data protection cannot, and should not, replace individual rights protection, which is more important than ever in the age of ubiquitous data analysis. Ideally, they should complement each other. Awareness and transparency of
causal structures are needed, and mandatory publication of predictive models is a reasonable first step. Creating a collective perception of rights needs to be part of the strategy against the collective exploitation of data through predictive analytics characterised by informational power asymmetries. The regulatory framework for power asymmetries should acknowledge prediction power as a relevant market factor. Only enforcement will show whether the current legislation effectively addresses the risks of predictive analytics. In any case, a theoretical foundation for understanding is needed. Many of the challenges are also reflected in the applications of generative AI. This in turn requires theoretical elaboration to unite the perspectives of different disciplines.
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