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ABSTRACT
This paper addresses a critical regulatory gap in the EU’s digital legislation, including the proposed AI Act and the GDPR: the risk of secondary use of trained models and anonymized training datasets. Anonymized training data, such as patients’ medical data consented for clinical research, as well as AI models trained from this data, pose the threat of being freely reused in potentially harmful contexts such as insurance risk scoring and automated job applicant screening. To address this, we propose a novel approach to AI regulation, introducing what we term purpose limitation for training and reusing AI models. This approach mandates that those training AI models define the intended purpose (e.g., “medical care”) and restrict the use of the model solely to this stated purpose. Additionally, it requires alignment between the intended purpose of the training data collection and the model’s purpose.

The production of predictive and generative AI models signifies a new form of power asymmetry. Without public control of the purposes for which existing AI models can be reused in other contexts, this power asymmetry poses significant individual and societal risks in the form of discrimination, unfair treatment, and exploitation of vulnerabilities (e.g., risks of medical conditions being implicitly estimated in job applicant screening). Our proposed purpose limitation for AI models aims to establish accountability, effective oversight, and prevent collective harms related to the regulatory gap.

Originating from an interdisciplinary collaboration between ethics and legal studies, our paper proceeds in four steps, covering (1) the definition of purpose limitation for AI models, (2) examining the ethical reasons supporting purpose limitation for AI models, (3) critiquing the inadequacies of the GDPR, and (4) evaluating the proposed AI Act’s shortcomings in addressing the regulatory gap. Through these interconnected stages, we advocate for amending current AI regulation with an updated purpose limitation principle to address one of the most severe regulatory loopholes.
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1 INTRODUCTION
Powerful AI systems based on machine learning can have a far-reaching impact on society. In scholarly and public debate, many risks are documented, including novel privacy violations, infringements of fundamental rights, discrimination [35; 8] and unfair treatment [20], hate speech, influencing public debates and democratic election processes, monopolization of AI companies, lack of consumer protection [60], new forms of exploitation of human labor and socio-economic power differentials, particularly in countries of the Global South [76; 14; 13; 48; 24; 53]. Large Language Models (LLMs) synthesize eloquent and accurate sounding text or shiny images, up to the point of inventing new information and content [7; 85]. Debating AI risks is important as most AI systems scale very easily not only to large numbers of people they affect, but also across different sectors and areas of life, worldwide. This risk is particularly imminent when only a few models exist on the market that get reused and repurposed for ever wider purposes (for examples, see [64]).

Machine learning models are based on the principle of pattern recognition and therefore require significant amounts of data for training. This data is typically generated by thousands to millions of different individuals and extracted from multiple sources. These sources could include usage data from the web or smartphone apps, surveillance and tracking data [88], purchasing and transaction data, location data and communication metadata, or data explicitly produced in data labor (such as annotation, content moderation, customer support, digitalized services of all kinds) [56]. As most contemporary AI systems essentially rely on the exploitation of data stocks and streams, we shall refer to them as “data-driven AI”, simultaneously referring to both more classic forms of machine learning (e.g., scoring or ad targeting systems) and recent achievements such as generative AI systems.

The concept of purpose limitation has a long history in data protection.1 Purpose limitation has also been vividly debated in relation to big data and the open-purpose “data mining” methodology in legal and empirical research [32; 51; 46; 87]. The majority of these contributions have found

1The principle of purpose limitation is laid down in various different data protection regulations beyond the GDPR: Chapt. 3 Cond. 3 Sec. 13 POPIA (South Africa); art. 4 FDPA (France); Sec. 2021 ADPRA, Sec. 1798.100 (b) CCPA (US); art. 9 PIPL (China); art. 4 Ley Orgánica 3/2018 (Spain).
the purpose limitation principle incompatible with the promise of unexpected findings and innovative research that is associated with big data and data mining methodology. We have dealt with these arguments elsewhere [56], pointing out the differences between purpose limitation in data protection, which is linked to personal references in the training datasets, and purpose limitation for AI models, which is linked to the data that represents a trained model (which does not need to be personal data) to enable public oversight and risk control. Purpose limitation for models thus shifts the regulatory point of intervention from the input data (training data) to the trained model and its context of use – which might be different from the context of model training. As a consequence, argue in this paper, purpose limitation for models actually promotes data-driven research approaches as it provides a pivotal safeguard against potential abuse of the results (see sections 3.2 and 5.2).

The existence of data protection regulations such as the GDPR in the EU, however, does not seem to prevent the many risks and powerful ramifications of AI quoted above. In practice, data protection regulation is hardly effective in relation to data-driven AI because of both structural mismatches and enforcement deficits. For one, the ill-suited distinction between personal and non-personal data and the binding of defense rights to identified data subjects are conceptually at odds with big data applications such as machine learning. This pitfall is considerably amplified by gross enforcement deficits that are well documented [27; 70; 83].

Additionally, data protection regulation does not sufficiently address the highly aggregated and derived data that constitutes a trained model. Considering the internal weights and parameters of trained models as a specific kind of data – we refer to it as ‘model data’ [56] –, this data is not commonly considered personal data.² This poses an enormous risk of the uncontrolled secondary use of trained models in contexts and applications different from their original purpose. The secondary use of trained models is a considerable loophole in AI regulation that arises as regulatory regimes such as data protection only focus on the input stage that is concerned with training data [84].

At the same time, the many helpful debates about the risks of AI systems focus primarily on the output of an AI model when it is applied to concrete cases in a specific application context (by this we mean, for example, the concrete snippet of text that is produced by ChatGPT in reaction to a prompt, or the risk of developing a certain psychiatric disease calculated by a diagnostic AI model for a concrete person X). This critique then focuses on the consequences of actual applications (inferences) of a model and fails to address the general risks associated with the trained model due to its potential for circulating without control between different actors, application contexts and purposes. Amending these critical approaches, we thus seek to establish the trained model – which constitutes data and data processing between training and inference – as the object of regulatory interventions.

In this situation, we advocate for a zooming out and shifting the focus to the whole life-cycle of creation, use, and, above all, potential reuse of AI models. The narrow focus on individual contexts or data processing procedures often obscures the potential risks associated with the secondary use of data in trained AI models. This risk is a gateway to social inequality, unfair discrimination, and exploitation as unaccounted side effects of AI projects that often start with good intentions.

Our initial thesis is that the mere existence of a trained AI model inherently embodies a risk that is inversely proportional to the level of public governance over the model’s potential applications or reapplications. We theorize this risk as a specific manifestation of informational power asymmetry that results from the possession of aggregate data and trained models (see section 3.3). This power is not sufficiently under public and democratic control given the ease with which a trained model can, in the current regulatory environment including the AIA, circulate without control and effective restrictions to other actors, application contexts and purposes. Controlling this power is one objective of our proposal for a regulation of trained models.

As we point out in comparing purpose limitation for models with purpose limitation from data protection (see section 4), the reuse of trained models poses an additional threat because it is risky to society and arbitrary third parties, and not only to the fundamental rights of the persons represented in the training data (the latter risk is already covered by the GDPR purpose limitation). Hence, it is the potential collective damages, manifest in potential threats to anyone (not only to the individuals in the training data) and in aggregate effects such as social inequalities, patterns of unfair discrimination and exploitation, that warrant an additional regulatory mechanism.

We will also justify our regulatory proposal of a purpose limitation for AI models pointing out the limitations of the Artificial Intelligence Act (AIA) of the European Union in this respect (section 5). In its risk-based and ex post oriented regulatory framework, the AIA’s focus is predominantly on the deployment of models within specific application contexts, neglecting to fully address issues related to the whole life cycle of a model, including the training of models and their subsequent widespread distribution. Additionally, the Act provides extensive exemptions for open-source

²The regulatory gap addressed in this paper exists regardless of whether the model data is personal or anonymous data. In particular, this means that the severe societal risks arising from the secondary utilization of trained models is also present when the model data is anonymous data, in which case it would not fall in the scope of the GDPR. Consequently, trained models can be shared, traded, or reused in different contexts without the safeguards of the GDPR.
models and generative AI that further add to the problem of uncontrolled reuse (see section 5.2). In contrast to the deployment-based approach of the AIA, we advocate to shift the regulatory focus from the intended use to the potential uses and reuses, including different actors and their different positions, their potentially unforeseen paths of dissemination, the potentially affected legal interests, and, most importantly, the actual and potential collective effects [56].

As the example of an AI model for medical diagnosis shows [3], there are many potential applications of AI and machine learning that are (rightly) regarded as beneficial to society in public, political, and ethical debates. Often, funding decisions and political programs promote such applications. In these contexts, the perilous potential for the reuse of trained models in other contexts and other purposes is often overlooked and not included in the risk assessment of political actors and ethics committees. Crucially, the risk of unaccounted secondary use can materialize years later and involve different entities, such as various companies emerging from mergers or acquisitions of the original firm. Also, models that are created in public research and with public money might later be reused for doubtful or unwanted commercial purposes by private actors. Often, these hazards go unrecognized or undiscussed in research ethics committees, funding decisions and public discourse surrounding the corresponding technological advancement [56]. We argue that to fully endorse AI for beneficial purposes, we need to ensure — both towards training data subjects and the public at large — that the models built from such projects remain with the original purposes.

In line with such a structural approach, in proposing purpose limitation for models, we follow three interrelated objectives (see section 4): (1) enabling accountability, (2) enabling public supervision, and (3) limiting collective and individual harms associated with the reuse of trained models.

(1) As regards accountability, both the institutions that develop AI models for what may be desirable purposes and the parties that seek to reuse such a secondary use should be accountable for ensuring that the models they develop or use do not constitute a case of abusive secondary use. (2) As regards supervision, we suggest that developers of AI models that allow for a high-risk secondary utilization (regardless of the primary purpose for which the model is developed) be registered with a supervisory authority, which could be one of the authorities installed by the DSA or AI Act (see section 5.3). (3) In regard to the prevention of harm, we highlight the dogmatics of our proposition that purpose limitation for models serves the limitation of informational power asymmetries which arise from the potential use of trained models on anyone and for any purpose.

2 INTERDISCIPLINARY APPROACH AND METHODOLOGY

This work is the result of an in-depth interdisciplinary collaboration between philosophy and legal studies. In arguing for the protection of such collective and third-party interests that can be adversely affected by uncontrolled reuse of trained models, our approach starts from the assumption that regulating AI means regulating power (see section 3.3). Trained models are a specific manifestation of informational power [57]; regulating the distribution and use of trained AI models is an approach to control this power. From an ethical perspective, embracing this conception of power entails another form of interdisciplinary that we strongly endorse, namely, the intersection of (classical) ethics and social philosophy [2; 82; 9; 52]. From a legal perspective, approaching AI regulation to limit the informational power accumulating in the hands of corporate or state actors that possess trained models means taking a preventive approach. We advocate for applying the theoretical foundations of the principle of proportionality within the realm of risk prevention law to regulate AI. This involves adapting the normative framework of proportionality testing, that is, assessing whether a means effectively achieves its purpose in light of the concurrent restrictions and negative side effects. This framework should encompass the safeguarding of individual, collective, and political interests in achieving the intended purpose. In this assessment, the presence of informational asymmetries should be acknowledged as they inherently limit the benefits and interests of various actors, thereby influencing the intensity of the regulation required. The greater the impact on people and critical legal interests, the more robust the justification for regulation becomes [56].

3 ETHICAL ARGUMENTS FOR PURPOSE LIMITATION

To make our normative discussion more vivid, we begin by outlining a plausible scenario to elucidate the regulatory gap addressed in this paper. Imagine a clinical research group at a public university hospital that aims to explore using Machine Learning models for predicting psychiatric

---

3It’s become standard practice for technology companies working with AI to commercially use datasets and models collected and trained by non-commercial research entities like universities or non-profits.” [4], examples: [3] for the Shutterstock data set used by Meta [36]. Furthermore, private companies actively fund research in public institutions to commercialize the results afterwards (see the Ommer-Lab at Ludwig Maximilian University of Munich and their contribution to the development of Stable Diffusion [76].


diagnoses based on voice data (recorded audio) of psychiatric patients. (Detecting psychiatric disorders from speech is a vivid research field that is also pursued in commercial applications, cf. [41; 79; 1].) The group assumes that this project could enhance psychiatric diagnostics and treatment – which also represents the purpose of the processing of the patients’ data. Existing patients may volunteer to share anonymized medical records and audio recordings with the research project. We assume the research group successfully produces a model capable of predicting psychiatric dispositions, such as depression or anxiety disorders, based on audio data. We further assume that the training data was collected to ensure the anonymity of data subjects and that the model was trained in a way that effectively anonymizes its data (the matrix of weights and other internal parameters).

3.1 Defining purpose limitation for AI models

Under the current legislative framework of European data protection law, two subsequent forms of data processing are possible, which are highly critical and contestable on ethical grounds (see Figure 1 for an illustration):

Case 1: The clinical research group could distribute or sell the trained model to an external third party, such as an insurance company (see route ① in Figure 1). The insurance company could incorporate the model into their insurance risk assessment routines, for instance, by using audio probes that can be recorded on a telephone hotline. While the transfer of the trained model, which comprises anonymous data, doesn’t encounter regulatory hurdles, the application of the model to calculate psychiatric diseases for specific insurance applicants falls within the scope of the GDPR [57]. However, in practice, insurance applicants are often effectively compelled to consent to the processing of their personal and sensitive data as part of insurance in risk assessment as otherwise their insurance application will fail. Moreover, it is plausible that the model for predicting psychiatric diseases could be employed by the insurance company as a component of a larger model or algorithmic routine for risk assessment (Model 2 in Figure 1). In such a scenario, it is conceivable that the predicted psychiatric condition may not be stored or explicitly output during the risk assessment procedure; however, this does not diminish the critical nature of this form of model reuse.

This first case presents a prototype of secondary use of a trained model, serving a purpose that exceeds or contradicts its original purpose and the purpose for which the training data was collected (clinical research and improvement of psychiatric treatment). We aim to prevent this scenario of the misuse of trained models by imposing a principle of purpose limitation on both the data processing that constitutes the training of model 1 from the training data and the transfer of model 1 to a third party.

Definition 1 (purpose limitation for models). Purpose limitation here means that a machine learning model can only be trained, used and transferred for the purposes for which the training data was collected.

The copy of model 1 obtained by a third party would be restricted to the initial purpose for which the model was trained and the training data collected. Both direct and indirect reuse for insurance risk assessment would be prohibited as an effect of this provision.

Case 2: Rather than transferring the trained model to a third external party, the clinical research group could share the anonymized training dataset collected during their research. As detailed in section 4, processing anonymous data falls outside the scope of the GDPR. Consequently, obtaining the anonymized training dataset, for example, by an insurance company, faces no substantial hurdles. The insurance company could then use this dataset to train their own machine learning model (see route ② in Figure 1). Alternatively, the insurance company could also combine this specific training data with other data to train any other model from it. The recently revealed practice of the UK Biobank, which shared anonymized datasets with insurance providers, serves as a warning that this scenario is highly relevant [17].

If the insurance company utilizes the original training dataset that was collected by the research institution, or any model the company could train from this dataset, for insurance risk assessment, we regard this scenario as a secondary use of the training data. This secondary use surpasses and contradicts the original purpose for which the training data was collected by the research institution. This scenario of misuse of training data can be prevented by imposing a variation of the principle of purpose limitation that was already articulated for scenario 1:

Definition 2 (purpose limitation for training datasets). Purpose limitation here means that an actor may only train a machine learning model from a data set X if they can prove the purposes for which the data set X was originally collected and if the training and use of the model follows these purposes.

While the processing (including transfer) of anonymous data is generally permitted, our proposal would introduce an accountability obligation on any processor of such data from the moment they start using the data to train a machine learning model. This accountability obligation would require the processor to trace the origin of the training data and the purpose for which it was originally collected. This “backward accountability” (cf. Figure 1) is crucial to prevent a diffusion of accountability that could occur if controlling the risks of trained models could no longer be
assigned to specific actors after potentially many iterations of secondary use. Existing defense rights of the affected persons cannot counteract this, as both the individuals whose data was used to train the model and those who are subject to the model’s application cannot oversee or control the chain of reuse of the training data.

In the remainder of this section, we will give ethical reasons for these provisions. In sections 4 and 5 we will then justify the necessity and proportionality of this proposal in legal terms.

3.2 Breach of trust towards the training data subjects

In many examples, machine learning models are trained from data that is collected from individuals such as medical patients (in medical research), clients, students, employees, users (e.g., of platform services, apps, devices), callers (e.g., to a telephone hotline), applicants (e.g., for jobs, insurances, educational programs), suspects (e.g., in relation to police or security services). As discussed in detail in section 4, the collection of personal data supposes a legal basis under the GDPR, which could be informed consent, but also specific (including national) legislation that enables the processing of personal data for tasks that are in the public interest (e.g., healthcare system, social services, public insurance companies). Regardless of which legal basis enables a specific data processing, in all these cases the architecture of the GDPR aims at ensuring that the processing is limited to a specific and legitimate purpose that is known (“explicit”), or at least knowable, to the data subjects.

The utilization of data or AI models for unintended purposes, even if not currently restricted by laws, jeopardizes the trust of data subjects in organizations and institutions. Even in cases where training datasets or models involve anonymous data falling outside the GDPR’s scope, there exists a reasonable expectation among data subjects that deems the reuse of such data for powerful AI applications ethically questionable. This erosion of trust is particularly significant in public institutions and sectors like medical research, education, politics, law, welfare, and security. In the current legal landscape, anonymized datasets, including trained models, can be reused without limits, potentially leading to the creation of discriminatory AI models that exacerbate social inequalities. This not only harms corporate reputation, as seen in the big tech industry, but poses a more significant risk when it comes to public institutions (on the importance of public trust, c.f. [80]).

The issue extends to foundational research, heavily reliant on volunteers providing data for the common good. Trust is crucial in ensuring that voluntarily provided data serves its agreed-upon purpose [59]. If such research serves common interests, it should also be in the common interest to create and maintain trust that the voluntarily provided data stays with the purpose that was agreed by the data subjects [68]. Without this trust, willingness to participate in such studies may decline.

Hence, it is part of our shared political responsibility to bring the reuse of trained models and of anonymised training data under legal control. Such a provision is a cornerstone of consistently enabling data sharing and AI
for the common good as many AI projects that serve common interests rely on collective data troves to be available. This holds both for data that is voluntarily provided for a specific project, e.g., when patients participate in a clinical study, and for data troves that are made available by law for research purposes, such as when state health insurance services are mandated to provide anonymised patients records for research purposes (see, for example, the Health Data Hub in France and the obligations for public insurances in Germany §§ 303a et seq. Social Code 5; [16]). As explained further in section 4, article 89 GDPR exempts research institutions from the principles of purpose and storage limitation for research data. This special status of research data should be amended by the provision that derived data, such as trained models or anonymised training data sets, must stay within the purpose of research and not be reused for other purposes. Last but not least, when a project involving AI is publicly funded, such as in foundational research, both the models obtained in such projects as well as the data collected for its training should be safeguarded against secondary use that serves commercial interests at the expense of vulnerable groups.

3.3 Controlling informational power asymmetry

Another reason to advocate for protection against the uncontrolled reuse of training data and trained models is the potential amplification of significant forms of informational power asymmetries. These asymmetries arise between those who possess the models and data on one hand, and individuals and society on the other hand (see on power accumulation in relation to AI the diverse debates in [2; 13; 62; 64; 75; 82]). Certain AI models that are trained on personal data have the ability to predict personal information about whatever target individual or case they get applied to ("predictive modeling", for an ethical discussion [55]). In the example above, a model trained on audio recordings and medical records of psychiatric patients could be used to predict psychiatric diseases for any other individual for whom audio data is available.

Hence, the mere existence of such a trained model poses a potential threat that doesn’t specifically target the data subjects in the training data but applies to anyone out there. Of course, the moment the model gets applied to a concrete person to derive an estimation of their disposition towards depression, this data processing (inference by means of the model) falls in the scope of the GDPR. But we argue that already the possession and potential circulation of the model must be regulated because this model comes with the potential to be used on anybody and in any context, and already this potential, before it actually manifests in the calculation of personal data about a known individual, is necessary to control.

This is because the potential to derive certain personal data about nearly anybody constitutes a form of informational power. Controlling this power, rather than only its singular manifestations, should be the objective of a preventative regulation. Leaving the problem to defense rights of the target subjects does not prevent the actors from actually obtaining this power in an uncontrolled fashion, if not to speak of the many enforcement deficits with respect to individual defense rights whose violation is hard to prove, often of minor damage (if only the single case is considered) and rarely brought to court [58]. Moreover, there are many realistic situations where the informational power asymmetry effectively coerces individuals to waive their rights, for instance, when job or housing applications are only processed on the condition that the applicants consent to the use of predictive models for the assessment of their applications. Preventing that trained models and training data are even available for reuse in these contexts is the aim of our proposal.

3.4 Privacy violations towards future target individuals

Purpose limitation for models is not only essential to address the betrayal of trust by the subjects of training data and the risk of accumulating power asymmetry. It is also bolstered by ethical considerations related to potential target individuals of reused AI models. One of the fundamental ethical values that is at stake in such reuse scenarios is privacy. For example, the model discussed earlier can be utilized to evaluate any individual and determine potential psychiatric disorders based on an audio recording. Such an estimation of personal information (in this case even sensitive medical information) about a target individual may result in a new form of privacy infringement (see the concepts of "inferential privacy" [40] and "predictive privacy" [55], and on predictions and privacy: [34]). The novelty about this infringement lies in the fact that private information can be estimated by means of profiling and pattern matching AI models; thus, the violation of privacy happens by means of derived information and not through, for instance, a re-identification in anonymised data, or a data leak (cf. [84]).

Privacy infringements through predicted information pose a systemic risk to individual rights and democratic societies that is particularly induced by uncontrolled reuse of AI models in other contexts and for altered purposes. The systemic nature of this risk means that it could affect anyone if only the input data to the model (an audio recording in our example) is available. This is due to the fact that a privacy infringement on a target individual T is enabled by the model that was trained on the data about individuals \(X_1 \ldots X_n\). Crucially, T does not need to be among the n training data subjects. This means that the privacy...
decisions of individuals $X_1 - X_n$, in this case, to participate in the medical research project to improve psychiatric diagnosis, has implications for the privacy level that is guaranteed to any other individual on whom the model could potentially be used (see for this collective aspect of privacy [67; 43; 54; 45]) as long as we do not implement appropriate safeguards such as purpose limitation for models. The collective nature of privacy that is apparent in this scenario has long been debated in scholarship on privacy and anti-discrimination, such as in relation to profiling [33; 34; 42], in the debate on "group privacy" [77; 50; 22; 30; 40], in the debates on predictive privacy [55; 54; 57], with respect to a "right to reasonable inferences" [84], as a limit of individualism in data protection [83; 6], and in relation to privacy as contextual integrity [73; 61].

Our proposition of purpose limitation for models and training data seems to be an apt solution to this collective privacy problem that has for so long been overlooked in the individualistic framing of privacy as self-control [6]. Potential privacy violations by trained models are a systemic risk as they could affect any target individual. Handling this risk must therefore be separated from the individual privacy rights of the data subjects in the training data. The risk pertains to the trained model itself, as creating a model from training data is equivalent to creating a capability to derive about any other individual the personal information that is only known about some individuals whose data is used for the training.

4 PURPOSE LIMITATION IN DATA PROTECTION LAW

4.1 Goal and History

On paper, the purpose limitation principle is a core element of data protection law [21; 28], cf. art. 8 (2) ECFR (see [25, 109 et seq.] for the constitutional background), art. 5 (1 b) GDPR; a similar principle can already be found among the Fair Information Practice Principles (FIPPS) from 1973 (no. 3: ‘There must be a way for a person to prevent information about the person that was obtained for one purpose from being used or made available for other purposes without the person’s consent’). Purpose limitation means that data controllers are obligated to define the purpose for data collection no later than at the point of collecting personal data, and they are restricted from processing the data in any way that deviates from the initially stated purpose. These purposes shall be specific, explicit and legitimate to define the aim and goal of the data processing. In essence, the main goal of purpose limitation is to protect the data subject and to enable the controllability of further data processing and its compliance with data protection law [65]. Data subjects shall be enabled to make informed choices about which actors process their data and for what purposes.

Hence, the purpose limitation principle legitimates data processing and serves as the reference point for assessing its necessity, appropriateness, completeness, and duration. It has a dichotomous structure with a temporal element: a purpose is first established, to which subsequent data processing activities are then bound. Notably, the purpose limitation principle comes with specific requirements of accountability since it does not only obligate the processor who collected the data to consider the specific purposes of their own data processing, but also to transmit these purposes to any secondary processor, cf. art. 19 GDPR.

In the reasoning behind the GDPR, the purpose limitation principle reacts to the fact that once data has been collected and stored, it could in theory be used for any purpose, thus repeatedly infringing the right to data protection and the right to informational self-determination of the data subjects (critical in the context of big data [32]). To limit these potential infringements of the data subject’s rights, it is not sufficient to merely regulate the admissibility of certain types of data processing for certain types of controllers through provisions of permission; rather, it is the determination of the processing purpose that is specific to the affected individual and the particular matter at hand which limits the processing possibilities to a scope that is legitimate, comprehensible for the affected individual, and verifiable for the supervisory authorities. It ensures transparency and fairness in the handling of personal data, and also provides a clear expectation to data subjects about how their data will be used.

4.2 Why the purpose limitation Principle of the GDPR is insufficient in the context of Big Data and AI

As it turns out in practice, the GDPR’s purpose limitation principle is rather toothless ("forgotten" [37], "enormous disconnect between law and reality" [39, p. 256]), for multiple reasons. First, alongside the requirement of lawful data processing, purpose limitation often lacks independent significance. This is primarily because after a certain time delay, the risks associated with secondary usage by other processors or subsequent users tend to be neglected during assessments. Second, the purpose limitation requirement is watered down if data is repeatedly re-processed over several stages since, per the GDPR, the principle is not strictly binding to the original purpose, but the secondary data use has to be compatible with the original purpose; cf. art. 6(b). Although art. 6(4) GDPR concretizes the requirement of "compatibility", the criteria for this are assessed by the responsible processors themselves, and these criteria tend to be somewhat insubstantial and arbitrary. Coupled with the fact that an assessment of compatibility is not required if the secondary purpose can be based on consent, art. 6 (4) GDPR opens up numerous possibilities for
further processing. This exception is particularly problematic since consent is an inadequate normative category in times of digitalization and big data [18; 31; 44, p. 222; 69; 86]. Third, the principle of purpose limitation becomes unenforceable, or at the very least, untraceable, in scenarios involving a multitude of actors and vast quantities of data such as in the case of big data and training data for machine learning models [83]. In such cases, where data subjects are no longer identifiable, normative categories like “personal data” effectively become obsolete (cf. ECJ C-252/21). This shows that individual rights are not able to break the power asymmetries between powerful players, such as global digital companies, and affected data subjects. Neither is establishing only individual rights therefore a promising approach to AI regulation, because the same powerful players are involved: all successful AI companies have considerable data power, as all popular and successful AI applications have so far relied on extremely large databases. Systemic solutions are therefore required to ensure the accountability of the actors profiting from the massive data extraction that is currently evident in the training of LLMs.

It has been discussed that AI technologies provide unprecedented opportunities for the secondary use of data, including sensitive data such as health data [47; 11; 19; 12]. The example of the secondary use of anonymized data from the UK Biobank [17]) shows that the purpose limitation principle of the GDPR does not provide sufficient protection. This is due to the fundamental fact that anonymization of (training) data breaks the purpose limitation of that data. Furthermore, it is widely accepted that the purpose limitation principle does not prevent health data to be used for big data analytics, as the collection of this data is often based on the “broad consent” of the data subjects, i.e., consent for multiple potential processing purposes [5; 23; 29; 49], see also recital 33 GDPR. Arguments in favor of the permissibility of broad consent are based on the fact that the societal benefits of certain medical research outweigh the data protection rights of the data subjects [29]. This balancing of interests is not transferable to the secondary use of training datasets or trained models, especially when this reuse serves private interests rather than the public good. In these cases, the benefits for the public good do not prima facie outweigh the limitations of data protection for the data subjects concerned or the risks of discrimination against people subject to the secondary use of models. Rather, a few actors benefit from originally useful models for supra-individual purposes.

In addition to the systematic deficiency of the GDPR purpose limitation principle concerning anonymous data, the purpose limitation principle is also not sufficiently enforced even in cases where personal data are processed. The data processing chain in the life cycle of models consists of the three steps of training, storage, and application of the model (in this analysis we follow [56]).

(1) In the first steps, data for the training of the model is collected. In extremely large databases, it is impossible to distinguish between the legal categories of personal and non-personal data, as illustrated by the example of ChatGPT [70]. (2) The second step is the storage of the trained model. The model data (calibrated weights and internal parameters) differ from the training data. If state-of-the-art anonymization techniques such as differential privacy and federated machine learning are used during training, the model data is anonymous even if the original training data is not. (3) Following this, the third step is the application of the model in which it generates output. This output may again be personal data, but it is no longer subject to the purpose limitation of the collection of the training data, as that data had been anonymized in the second step. In addition, there are different data subjects involved in the first step (training) and the third step (application). Personal information about any individual X might be inferred from applying the model, although X is not in the training data. This means that the objective of purpose limitation, which is to give the individual data subject control over the processing of their data, can no longer be achieved, as the purpose for which the training data was collected is not linked to the third party on which the model might later be applied.

Another reason why the purpose limitation principle of the GDPR is insufficient to regulate the risks arising from trained models is the fact that the rightfully standardized privileges for certain purposes of data processing are undermined by unregulated secondary data use. Art. 89 (1) GDPR names privileged purposes of data processing such as archiving purposes in the public interest, scientific or historical research, or (public) statistical purposes. The obvious aim of this norm is to prioritize the named purposes, which benefit the public, over other data processing. For this reason, e.g., exceptions to the rights of the data subjects under art. 15, 16, 18, and 21 GDPR apply, cf. art. 89 (no 2, 3). These exemptions also include purpose limitation: for privileged purposes (art. 89 GDPR), it is assumed that they are compatible with the original purpose, art. 5 (1 b) GDPR, art. 6 (4) GDPR. Despite these exceptions, when it comes to research and policy making, some recent contributions challenge the validity of purpose limitation [47].

4.3 Transferring purpose limitation to purpose limitation for models

In this section, we shall compare purpose limitation in data protection with the proposed purpose limitation for models and training data (see section 3.1) in terms of the...
risks to which they respond and in terms of the objectives that motivate the respective provision.

For the risks to which they respond, both principles are similar: Purpose limitation in data protection law is meant to prevent data, once it is collected, to be stored and further processed for an unlimited number of purposes. Similarly, purpose limitation for AI models seeks to control the purposes for which trained models and training datasets can be reused.

Regarding the objectives they intend to achieve, we will analyze (1) accountability, (2) supervision and (3) limiting harm. (1) First, both concepts aim at establishing accountability. In data protection law, accountability means that the entity which collects and processes the data is responsible for transmitting the purposes to subsequent processors. In the case of trained models, purpose limitation shall establish accountability of those who subsequently reuse, modify, or transfer the model or the training data: As was discussed in section 3.1 and in reference to Figure 1, accountability in the case of the reuse of a trained model means that those who reuse a trained model are limited to purposes that match with the purpose for which the model was originally trained (and, consequently, for which the training data was collected). Accountability in the case of the reuse of training data means that those who reuse (anonymized) data for the training of an AI model are obliged to determine the purpose for which that data was originally collected (before anonymization) and are bound to use it as training data only for compatible purposes.

(2) As a second objective, both purpose limitation principles aim at enabling control of supervisory authorities over the data processing or the model. Under the GDPR, the purpose limitation principle facilitates oversight over the appropriateness and necessity of the data processing. For models and training datasets, the requirement to define purposes would allow the supervisory authorities established by the DSA, the AI Act or the GDPR to supervise the training and reuse of models and training datasets, and the processor’s compliance with the relevant legal frameworks. This supervision would not be limited in its scope to the processing of personal data and could include, for example, the assessment of whether the secondary use of training data or trained models could be a systemic risk under the DSA or the AIA. Moreover, the role of the supervisory authority in the case of purpose limitation for the training and reuse of models could be designed in such a way that, for the first time, a comprehensive overview of models would be gained (see section 5.3). This could be relevant in cases such as GPT-3, where individual data processing steps are no longer traceable, but the potential impact of the system is enormous. Consequently, in contrast to data protection law, a potential legal implementation of purpose limitation for models should also encompass a documented procedural obligation.

(3) There is a third objective connected to our proposal, and in this point purpose limitation for AI models diverges from the aims of purpose limitation in data protection law. Purpose limitation in data protection intends to safeguard the individuals’ right to informal self-determination, which means that data subjects should have control over who can process information about them (and for what purposes) by setting limits on how data processors may use and reuse their personal data. This empowerment of each individual with respect to their own data serves to prevent data uses that the data subject considers as unexpected, inappropriate, potentially harmful, or otherwise objectionable.

With purpose limitation for models, in contrast, our motivation goes beyond the promotion of individual rights such as informational self-determination which is too much focused on the data subject in the training data and the potential consequences of data processing on this same subject. Our objective regarding purpose limitation for models is controlling potential consequences on others – individuals other than the data subjects, groups or the society at large. We do assume that it is also in line with the data subjects’ interests and expectations that personal data they provide won’t be misused to the harm of others or society at large. This is in line with recital 50 of the GDPR, which explicitly refers to “the reasonable expectations of the data subjects based in their relationship with the controller as to their further use” and also with the doctrine of “reasonable expectations of privacy” in US law. However, we argue that such a doctrine of “reasonable expectation” of a person X concerning their data should be extended to the reuse of AI models that were trained from X’s data, although they no longer contain personal data about X. To pick up our example from section 3, it cannot generally, be assumed that data subjects donating their personal data to a research project also expect their personal data. This empowerment of each individual with respect to their own data serves to prevent data uses that the data subject considers as unexpected, inappropriate, potentially harmful, or otherwise objectionable.

5 WHY DOES THE AI ACT NOT SUFFICIENTLY REGULATE THE RISK OF SECONDARY DATA USE?

5.1 Context oriented risk classifications and purposes in the AI Act

The AIA follows a risk-based approach that categorizes AI models into four risk classes: unacceptable risk, high...
risk, limited risk, and low risk (for a critical analysis see [63]). In Annex III, the AIA lists various contexts of use, the application of which should lead to categorization as a high-risk system. When it comes to secondary data use, the AIA states that it cannot be considered as providing legal grounds for processing personal data, especially special categories of data, cf. recital 41 (eventually there are some exceptions for regulatory sandboxes [47]). Even not specifically written in the text, the criteria of whether a system falls under this category depends on the intended purpose, cf. art. 6 (2) AIA, since there is no other yardstick to evaluate how an AI system is used before being placed on the market. Intended purpose means “the use for which an AI system is intended by the provider, including the specific context and conditions of use, as specified in the information supplied by the provider in the instructions for use, promotion or sales materials and statements, as well as in the technical documentation”, art. 3 (12).

We are critical of this for the following reasons: the objectives of the AI system may be different from the intended purpose of the AI system in a specific context (cf. recital 6) and not the provider alone, but a supervisory authority should decide based on the potential use cases and context of development and use about the purpose of the system. This is particularly important because providers can also decide for themselves that their system is not a high-risk system, despite the relevant application contexts in Annex III, art. 6 (2a) AIA. In these cases, the providers are obliged to notify the authorities who then shall review and reply within three months, but the notion can “take the form of a one-page summary of the relevant information on the AI system in question, including its intended purposes”, recital 32a. Additionally, there is a risk that providers could pretend to have a specific purpose to avoid falling into the high-risk category. It is therefore all the more important to document purposes explicitly and to be able to check them against the actual context of use outside the risk classifications.

Yet, according to the AI Act, an AI system has to undergo a new conformity assessment when the intended purpose of the system changes, recital 66. We argue that it is not sufficient to document purposes of models as one subpoint of the risk assessment, but rather they shall be publicly registered and documented, especially when the system is reused by another deployer. Only if the system is classified as high risk do the obligations of art. 10(2)(aa) AIA apply, which in its current version requires transparency measures about the original purposes of the data collection. This mere transparency requirement, however, does not mean that the intended purpose, which is considered high-risk under the AIA, must be compatible with the purposes of the original data collection.

Furthermore, the risk classification requirement of Art. 6 (1) does not apply at the time of training, but when the system is placed on the market or put into use. With regard to the applications that constitute a high-risk classification according to Annex III, the time is not further specified by the wording of Art. 6 (2) AIA. The training of a model or the re-use can also take place before the market placement or use according to art. 3 (9, 11) AIA. Although art. 9 AIA refers to the whole lifecycle of a model regarding the requirements of an ongoing risk assessment, these testing requirements are only applicable when deemed suitable for achieving the intended purpose of the AI system, art. 9 (6) AIA.

The critical areas of application of Annex III do not provide for the training or secondary use of models as a specific risk. Medical applications are missing in order not to impede research in this area, but it is precisely here that a particular risk of abusive secondary use arises. Therefore, the obligations of the AIA should not be extended to research projects, but the purposes of the trained models should be registered and limited according to our proposal after the model has been trained. Overall, the AIA regulates high-risk use cases but not the transfer of a (high-risk) model to another provider or use case; meaning the selling or transfer of the model itself is not considered a risk under the AIA; as argued before, this creates a considerable gap of accountability.

5.2 General purpose AI and open source exceptions

After the spectacular market launch of ChatGPT and an increasing relevance of open-source and foundational models, negotiations on the AI Act over the year 2023 sought to include more specific provisions for generative AI and open-source models. First, minimum standards for generative models were introduced, although they have already been criticized as extremely weak and falling short of the industry’s voluntary commitments as they provide for mere transparency and limited copyright requirements [26]. Second, as it was announced in the initial press release, “providers of free and open source AI models” will be exempted from the scope of the AI Act unless they are general purpose AI models that pose a “systemic risk” or are trained with computing power of more than 1015 FLOPs (floating-point operations). Here, general-purpose

---


AI means an AI system that can be used in and adapted to a wide range of applications for which it was not intentionally and specifically designed, Art. 3 (1d). The term “open-source model”, in contrast, is so far not explicitly defined in the AI Act. We assume that the term refers to the free publication of a trained model’s internal parameters (weights etc.), that is, to the public release of the trained model for reuse by anyone and for any purpose.

In these provisions, the concept of a "systemic risk" plays a central role. On the one hand, regulation of general-purpose models hinges on their posing a systemic risk, on the other hand, a broad exemption for open-sourced models is made as long as they are not general purpose and do not pose a systemic risk. A systemic risk is acknowledged in the AIA if the training of a model exceeds the computing power threshold of $10^{25}$ FLOPS: providers are then mandated to assess and mitigate risks, report serious incidents, conduct state-of-the-art tests and model evaluations, ensure cybersecurity and provide information on the energy consumption of their models. Additionally "they are asked to engage with the European AI Office to draw up Codes of Conduct as the central tool to detail out the rules in cooperation with other experts. A scientific panel will play a central role in overseeing general-purpose AI models.” [10]

The clear figures of the computing power threshold seem to be easy to verify and ensure legal certainty; this provision thus standardizes a rigid, numerical criterion. The term "systemic risk", in contrast, suggests an assessment involving the evaluation and consideration of different societal factors and interests, including normative, ethical, social and societal implications of AI, which the AIA indeed claims to address. It is not plausible how such a complex assessment can be reduced to the numerical criterion of computing power (see for a similar criticism of the number of users as a regulatory threshold: [71]). This approach comes with the additional problem that most models currently on the market do not cross this threshold (Bard, GPT 3.5, maybe Gemini), although they can still pose significant risks that are arguably even systemic [26].

From an abstract perspective, open-sourcing a trained model significantly amplifies the risks of uncontrolled secondary utilization, as anyone can adopt the open-sourced model for various purposes. Many scholarly and political debates over the past years have highlighted systemic risks such as unfair discrimination, biases, social inequality, and privacy infringements in AI systems operating below the computing power threshold of $10^{25}$ FLOPS. The broad exemption of open-source models below this threshold in the AIA implies that highly problematic AI applications, which have been the focus of these debates, could escape regulation if their models were open-sourced. It is by no means plausible how the risk-based treatment of AI should validly be interrupted depending on whether a model is open or closed source. With this provision, the current version of the AI Act not only fails to address concerns related to the open-ended reuse of open-source models for other purposes, but it might contribute to additional risks. The extensive exemptions for open-source models from the AI Act’s provisions create an incentive for developers to make their models publicly available, avoiding the high compliance costs. This was evident in the case of Mixtral 8x7B, an extremely powerful AI model developed by a French startup, which was promptly released as open source following the public announcement of the exemption rule in December 2023. The risks stemming from the uncontrolled expansion of the purposes for which an AI model is trained are more pronounced in the case of open-source models due to their wider distribution. This distribution is challenging to control, making it difficult, for instance, to retrace or refine biased or otherwise flawed models.

In light of these shortcomings in how the AI Act handles open-source models concerning their risk of purpose creep, our proposed purpose limitation for models (see section 3.1; [38]) would fill the gap as it also applies to open-source models. It is important to point out that purpose limitation does not prevent models from being freely published, but it regulates how they may be utilized. According to our purpose limitation principle, the creators of a model (irrespective of whether this model will be open-source or not) would have to state the purpose of the model ex ante, in line with the purposes for which the training data was collected. Anyone using, modifying or republishing such a model would then be bound to the stated purpose. Hence, our proposal of a purpose limitation for models actually contributes to enabling open-source for trained models in an ethically and politically viable fashion as it introduces relevant provisions to prevent the risks that come with uncontrolled reuse.

5.3 Governance: Registration and supervisory authority

To address the shortcomings of purpose limitation in data protection law and mitigate the risk of enforcement deficits, we propose to implement purpose limitation for models in combination with a tiered system of procedural obligations. At the initial stage, anyone who trains or reuses an AI model is subject to two types of obligations: one retrospective (backward-looking) and the other prospective (forward-looking):

(1.1) According to what we termed "backward accountability" above (see section 3 and figure 1), the entity is obliged to ensure that the training data is compatible with the purpose for which the model is being trained. If (anonymized) training data was obtained from elsewhere, the purpose for which it was originally collected is to be determined.
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With hosted access, the creator of the model could be held responsible for providing access only to certain actors and certain application contexts that are compatible with the model’s purpose. Hosted access would prevent the trained model from circulating in an uncontrolled way, while the model could still be opened to independent scrutiny for systemic risks by independent researchers.

In terms of competences and procedures, integrating purpose limitation for models with the governance structures of the AIA could be an available approach. Given the regulatory scope of the AIA, it is highly probable that the scope of purpose limitation for models will intersect with some high-risk systems. The future governance structures of the AIA could therefore be used accordingly for the implementation of purpose limitation for models: during the registration of high-risk systems in the EU-wide database (art. 51, 60 AIA), the purposes of the trained models could also be documented. Additionally, the AI Office at the Commission, as the designated supervisory authority, would have the responsibility to oversee adherence to the registration requirements, ensuring that secondary uses align with and are compatible with the registered purposes.

6 CONCLUSION AND OUTLOOK

Our paper addressed a critical regulatory gap in the EU’s digital legislation, including the proposed AI Act and the GDPR: the risk of secondary use of trained models and anonymized training datasets. As a solution, we introduced what we term purpose limitation for training and reusing AI models. In brief, this approach mandates that those training AI models define the intended purpose and restrict the use of the model to this stated purpose.

As such, purpose limitation is a well-known concept in data protection law which, despite its important objectives, has so far played a subordinate, almost overlooked role, and largely failed to prevent dangerous secondary uses of trained AI models or training data. Our proposal for an update of the purpose limitation principle seeks to overcome these shortcomings, which are, as we discussed, both conceptual and enforcement deficits. The main ingredient in our recipe is the shift of regulatory focus from training data to trained models represented through “model data”, which is a dataset in its own right, completely distinct from the training data. This shift in perspective involves zooming out beyond the regulatory aspects of data processing or the introduction of an AI system to the market, considering the lifecycle of an AI system instead.

We developed this discussion by looking at ethical obligations towards the data subjects in the training data, towards data subjects on which an AI model could potentially be applied, towards society at large which faces ever-increasing power asymmetries from tech companies. A subsequent comparison of purpose limitation for models with the regulatory regimes of the GDPR and the AIA revealed both systematic and enforcement-related reasons why the risk of unaccounted secondary use of trained models is not sufficiently addressed in current and future EU legislation. Concerning the AI Act, we contend that its regulatory framework fails to acknowledge the risk of abusive secondary use because the self-conducted risk assessment by providers may result in an ambiguous specification of the models’ purposes. The real risk associated with an AI model is not diminished by the model being open-sourced; the AI Act’s exemption for a large class of open-source models is therefore counter-productive in addressing the societal risks that stem from open-ended reuse of open-source models. Based on this, we argue that a purpose limitation for models could help promote open source in an ethical and legally compliant way.

We identified the training of a model as the pivotal stage where the risks and potential harms of AI originate. This includes scenarios where a dataset initially used in one context is repurposed for training a different model, as well as situations where a trained model is subsequently utilized secondarily by another entity. Our proposal of a purpose limitation for trained models and training data is motivated by the three main objectives of (1) enabling accountability of all the processors in a potential chain of reuses of the same model or training data; (2) enabling supervision by a public authority such as the supervisory authorities established by the DSA or the future AI Act; and (3) limiting both collective and individual harms. The latter point particularly emphasizes the need to control potential implications of AI models on individuals that are not in the training data. Trained models can be applied on anybody, potentially causing the discrimination, infringements of fundamental rights, or unfair treatment of groups and harmful effects on society at large.

In the spirit of a progressive interdisciplinary discussion, this paper introduced the conceptual foundation of a novel regulatory approach to govern trained models. To translate the proposal of a purpose limitation for models into effective regulation, the following questions need to be clarified in future research:

A coherent integration of the concept into the existing EU digital legislation and the clarification of the relationships to existing legal acts is required – a task that the AI Act has not taken on so far. Particularly, it needs to be analyzed whether and to what extent purpose limitation for models could be implemented in the governance structures of the AIA. This includes whether the AI Office at the Commission would be a suitable oversight body and how this would relate to the national competencies of the member states. Further questions are how purposes can be exactly documented, at which time purposes must be indicated (for example, at training of a model, or placement on the market? – the AIA refers to the latter). In addition, it should be examined whether the regulatory sandboxes provided for in the AIA (Art. 53 ff. AIA) can be used to determine purposes or risk assessments.

Regarding the definition of purposes, it needs to be examined whether a definitive list of desirable and prohibited purposes should be legally implemented like in the proposal for a regulation about a European Health Data Space (EHDS – Com2022/197-final). The "positive list" of art. 34 includes purposes which are activities in the public interest like public health surveillance and protection against cross-border threats (a), supporting public sector bodies (b), producing statistics (d), education or teaching (e). In contrast, art. 35 excludes purposes like taking decisions concerning natural persons or groups of natural persons to exclude them from the benefit of an insurance contract. It must be determined how exactly purposes are to be defined and whether secondary purposes must coincide with the original purposes or only be compatible. An argument against adopting the criteria for determining compatibility from Art. 6 (4) of the GDPR is that they are formulated much too vaguely and allow for far-reaching deviations. A reference to the level of specification of the EHDS seems more promising.
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